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Abstract

In modern software development, programmers typically choose between two main types of coding envi-
ronments: Incremental Programming Environments (IPEs), such as the Read-Eval-Print-Loop (REPL)
interpreter IPython and the Jupyter Computational Notebook, and Integrated (text-based) Development
Environments (IDEs), such as Visual Studio Code. Each type offers distinct advantages: IPEs excel in
iterative development and immediate feedback, which is particularly useful in data science and compu-
tational sciences, while IDEs offer features to manage large-scale projects, which is particularly useful
in software engineering. However, both types of environments also have their limitations. REPLs and
notebooks struggle to manage complex dependencies between modules in larger software systems, and
IDEs do not offer the same ease-of-use and incremental feedback as obtained by REPLs and notebooks.

This thesis addresses the challenge of bridging the gap between these two paradigms by proposing a
new hybrid programming environment. The proposed environment proposes an alternative organization
of code based on a graph structure, wherein nodes represent modular code blocks, functions, or compo-
nents, and edges signify relationships such as dependencies, interactions, or execution paths. By shifting
the focus from linear organization to a graph-based paradigm, we explore how such a system can better
manage complexity, support incremental development, and improve code readability and modularity,
particularly in large-scale software engineering.

The proposed environment was developed as a prototype, referred to as Incremental Graph Code
(IGC), designed to fulfill key requirements derived from both IPEs and IDEs. These requirements
include incremental programming features to support modular development, complexity management
to handle large-scale projects, and high-level code abstractions to enhance readability. Extensibility
and exploratory programming features were also considered to facilitate customization and improve the
user experience. The prototype was created based on these requirements through a modern web-based
application that could potentially be deployed both as a cloud-hosted solution or a standalone system
application.

Four case studies were conducted to evaluate the effectiveness of the proposed environment. The first
case study examined the environment’s incremental programming capabilities by replicating a typical
computational workflow found in Jupyter notebooks. The second case study explored the utility of code
projections, demonstrating how the environment organizes and correlates scattered code and documen-
tation. The third case study focused on architectural views, showcasing the ability to model complex
software structures such as Model-View-Controller (MVC) architectures. The fourth case study investi-
gated exploratory programming features, emphasizing how developers can compare execution paths and
analyze program evolution over time.

The findings from these case studies demonstrate how the hybrid environment could potentially
enhance code readability, modularity, and maintainability while preserving the flexibility and interactivity
of incremental programming. By offering a graph-based perspective, IGC can allow developers to manage
complexity better, visualize dependencies, and experiment with alternative program structures in ways
not achievable in traditional environments.

This thesis presents an alternative to existing programming environments and lays the groundwork for
future research into hybrid development workflows that merge incremental programming with large-scale
software engineering practices. The proposed environment offers a new perspective on code organization
and development, providing a stepping stone toward more efficient, readable, and scalable software
systems.
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Chapter 1

Introduction

1.1 Problem statement

In modern software development, programmers typically choose between two main types of coding envi-
ronments: Incremental Programming Environments (IPEs) such as the Read-Eval-Print-Loop (REPL)
interpreter IPython [1] and the Jupyter Computational Notebook [2], and Integrated (text-based) De-
velopment Environments (IDEs) such as Visual Studio Code. Each offers distinct advantages but also
suffers from significant limitations when applied outside their ideal contexts.

IPEs excel at providing immediate feedback, enabling a highly iterative and exploratory style of
programming [3-5], particularly beneficial in the fields of data science and artificial intelligence where
outcomes are unpredictable [6, 7]. Computational Notebooks promote an exploratory programming
workflow by permitting code cells to be re-executed and re-ordered on the fly. This flexibility can help
researchers and developers refine hypotheses iteratively when the exact goal is not fully known from the
start. However, Notebooks are also found to be limited with regards to exploratory programming [8—
10], which can become a drawback for large-scale software endeavors. Moreover, the linear and isolated
interface of REPLs and Notebooks can become a liability for larger projects. Code fragments are typically
provided in isolated cells, without ways of structuring or grouping fragments together (e.g.,, to form
modules, classes, or packages), which can lead to difficulties in maintaining the complexity of traditional
software projects. This property hinders the application of IPEs to complex software systems where
managing relationships and dependencies between code fragments, i.e.,, the structure of the source code
itself, is essential.

On the other hand, traditional IDEs are widely considered the standard for large-scale software
development, as evidenced by the Stack Overflow Developer Survey of 2024'. IDEs typically offer pow-
erful tools for comprehensive project management, debugging, and code maintenance. Their text-based
paradigms allow developers to structure and scale projects efficiently, ensuring clarity of dependencies,
version control, and modularity. However, IDEs often lack the interactive, incremental nature that is
central to IPEs. For instance, instant code execution and rapid feedback loops are not as seamlessly
integrated into most IDE workflows, which can limit efficiency during early experimentation or proof-of-
concept development phases.

This duality creates a significant gap in the ecosystem of programming environments. While IPEs
encourage rapid experimentation and iterative design, they struggle to provide the scaffolding needed for
long-term software maintenance and collaboration. Conversely, IDEs excel at managing large projects
but often forgo the immediacy and flexibility that can aid innovation and productivity in the early stages
of software creation. Bridging this gap, or creating an environment that harmonizes the best of both
worlds, remains an open challenge for data scientists and software developers alike.

1.2 Motivation

This work is important because it has the potential to transform how programmers approach both
large-scale development and exploratory programming. Existing environments often force developers to
choose between the immediacy of feedback found in interactive programming environments (IPEs) and
the robust structural tools offered by integrated development environments (IDEs). In fact, prior studies

lhttps://survey.stackoverflow.co/2024/
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have shown that high-quality code and effective tooling are critical for developers’ productivity and long-
term project success [11]. By introducing a hybrid approach based on a more flexible representation of
source code, this work aims to combine rapid iteration with efficient complexity management.

A core contribution of this thesis is the introduction of a graph-based data structure for representing
source code and its interdependencies. Recent research on computational notebooks has shown that the
traditional 1D, linear arrangement of code cells can hinder non-linear explorations, such as branching
analyses and comparative studies [12, 13]. By leveraging a graph-based model, our approach supports
a more flexible, multi-dimensional view of code that facilitates incremental development and enables
developers to navigate complex dependencies more intuitively. Moreover, the extensible nature of the
graph permits the addition of new node and relation types, thereby accommodating a wide variety of
programming paradigms and use cases.

In practical terms, this means that developers can rapidly explore alternative approaches to a problem
by testing out different code fragments or modules while still maintaining a clear view of how these
components interact. This design aligns with findings that advocate for the use of abstractions over
displaying an entire codebase at once, which has been shown to reduce cognitive load and improve
project maintainability [14, 15]. As projects scale, the graph-based view and its associated tools could
further facilitate complexity management, enhance readability, and foster more effective collaboration.
Ultimately, such an environment holds promise for elevating both developer productivity and code quality.

1.3 Research Questions

In order to bridge the gap between IPEs and IDEs, we aim to combine the benefits of incremental
execution, exploratory programming, and structured project organization. To evaluate this proposition,
we formulate two main research questions:

Research Question 1 (RQ1):

How can a programming environment be redesigned, specifically in the source code represen-
tation and interface, to take advantage of incremental programming techniques, exploratory
programming methods, and the handling of complexity usually found in software projects?

Research Question 2 (RQ2):

What are the advantages/disadvantages of the proposed environment when comparing them
to different environments that specialize in incremental programming, exploratory program-
ming, or the handling of complexity usually found in software projects?

Answering these questions requires both a conceptual design and a tangible prototype that can be
tested and analyzed. We hypothesize that a new organizational paradigm, built around a graph-based
model of code, could address the limitations of existing tools and provide a cohesive development experi-
ence. The specifics of this approach, along with its comparative merits, will be investigated throughout
the thesis.

1.4 Research method

To address the research questions, this thesis adopts a design-and-evaluate methodology:

1. Conceptual Design: We begin by identifying the essential features and requirements of both
IPEs and IDEs. This involves analyzing common workflows in Jupyter-like environments and
established IDEs, noting how each handles incremental development, exploratory programming,
and complexity management.

2. Prototype Development: Based on these requirements, we design and implement an open-
source proof-of-concept of a new programming environment. The system leverages a graph-based
data structure to organize code, relationships, and execution paths, aiming to integrate incremental
development with robust project organization.

3. Comparative Case Studies: We then compare our prototype with existing environments that
have overlapping features. Specifically, four case studies will be introduced to explore similarities,
differences, advantages, and disadvantages. For instance, one case study might recreate typi-
cal notebook functionality, while another might focus on complex software architectures, such as
Model-View-Controller.



CHAPTER 1. INTRODUCTION

4. Analysis and Synthesis: Finally, we analyze the outcomes of these case studies to gauge how
well the proposed environment addresses the identified limitations of current IPEs and IDEs. The
findings will be used to answer the research questions, highlighting the system’s strengths and any
areas for improvement.

1.5 Contributions

Although the proof-of-concept environment targets multiple aspects of development, we can group its
expected contributions into four categories:

1.5.1 Incremental Programming for Software Engineers

This project extends the concept of incremental programming outside a strictly REPL-driven context.
By merging the iterative features of a REPL with the structural benefits of IDEs, the environment offers
an agile and modular approach that can adapt to various software engineering needs.

1.5.2 Exploratory Programming

The environment supports exploratory programming by allowing developers to experiment with code
fragments, modules, and relationships in a flexible and interactive manner. There will be an intuitive
way to explore and visualize code, which can help developers refine hypotheses and test ideas more
effectively. This capability is particularly useful for data scientists, researchers, and developers working
on projects with uncertain or evolving requirements.

1.5.3 Complexity Management

Large software projects demand strong strategies to handle interdependencies and maintain readabil-
ity. The proposed environment’s graph-based structure and architectural views (similar to UML-like
abstractions) empower developers to manage and visualize complex systems more effectively, improving
scalability and maintainability.

1.5.4 Enhanced Analysis Capabilities

Building on the graph paradigm, the environment includes analysis tools that offer insights into how
different code elements interact. For example, developers can visualize inheritance hierarchies, track
execution paths, or quickly identify dependencies between modules. These capabilities streamline both
debugging and onboarding, allowing for faster comprehension of complex architectures.

1.6 Scope

Here, we define the boundaries of the thesis by clarifying what is included and what is not.

1.6.1 Programming Environment

The core focus is creating a brand-new programming environment that merges the interactive strengths
of REPLs and notebooks with the scalability and organizational tools of text-based IDEs. The aim is
not to replicate every feature from existing tools but to introduce a cohesive hybrid model.

1.6.2 Programming Languages

The environment is intended to support both interpreted and compiled languages. An initial prototype
may concentrate on a popular option, such as Python. Still, the intention is to allow the environment
to be used with any programming language a user might want to use.
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1.6.3 Scale of Development

Although this environment aspires to handle projects of various sizes, the initial evaluation will focus on
simple software projects as a proof-of-concept to demonstrate viability as a programming environment.
Future work will expand this focus to include larger software projects.

1.7 Outline

In Chapter 2, we describe the background of this thesis. Chapter 3 describes the requirements needed for
the proof-of-concept as well as describing the overall design process. Chapter 4 goes over how the proof-
of-concept was made and the challenges faced. Case studies are introduced and compared in Chapter 5
and discussed in Chapter 6. Chapter 7, contains the work related to this thesis. Finally, we present the
planned future work of the research in Chapter 8 and our concluding remarks in Chapter 9.



Chapter 2

Background

This chapter will present the necessary background information for this thesis. First, we define some
basic concepts that are essential for understanding the rest of the thesis. We then go over the domains
that this thesis will interact with. Finally, we define some terms that will be used throughout the thesis.

2.1 Prerequisite Concepts

The following concepts are essential to understanding the rest of the thesis:

2.1.1 Incremental Programming

class Animal:
def __init_ (self, name, age):
self.name = name
self.age = age

def speak(self):
return "I'm an animal and my name is " + self.name

class Dog(Animal):
def __init__(self, name, age, breed):
super().__init__(name, age)
self.breed = breed

def speak(self):
return super().speak() + ". Woof!"

class Cat(Animal):
def __init_ (self, name, age, color):
super().__init__ (name, age)
self.color = color
def speak(self):

return super().speak() + ". Meow!" @
dog = Dog("Buddy", 5, "Labrador")

cat = Cat("Whiskers", 3, "Black")

print(cat.speak())
I'm an animal and my name is Whiskers. Meow!

[) print(dog.speak())

I'm an animal and my name is Buddy. Woof!

O w»

Figure 2.1: Incremental Programming with execution relationships (Showing possible
paths)

Incremental programming is an approach to software development where the process is segmented
into small, manageable programs that are built on top of one another. This differs from normal develop-
ment, which focuses on writing a huge code feature and then testing everything afterward. Developing
incrementally can help alleviate bugs faster therefore making development more efficient [16]. A com-
mon feature in incremental programming is incremental computing which aims to save time by selectively

10
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class Animal:
def __init_ (self, name, age):
self.name = name
self.age = age

def speak(self):
return "I'm an animal and my name is " + self.name

class Dog(Animal):
def __init__(self, name, age, breed):
super().__init__(name, age)
self.breed = breed

def speak(self):
return super().speak() + ". Woof!"

class Cat(Animal):
def __init_ (self, name, age, color):
super().__init__ (name, age)
self.color = color

def speak(self): 4 (A)
return super().speak() + ". Meow!"

dog = Dog("Buddy", 5, "Labrador")

B cat = Cat("Whiskers", 3, "Black")

C print(cat.speak())
I'm an animal and my name is Whiskers. Meow!
[) print(dog.speak())

I'm an animal and my name is Buddy. Woof!
Figure 2.2: Incremental Programming with execution relationships (Node A was executed)

computing only the outputs affected by changes in data. It can lead to considerably faster results against
completely recomputing new outputs.

In fig. 2.1 and fig. 2.2 the essence behind incremental programming is shown. In the figures, the dark
blue arrows represent what has been executed and in what order. Two potential, valid executions continue
the narrative after the third execution: cells A and B (represented by light-blue arrows). Technically,
any cell provided can be executed, including re-executing previously executed cells. Still, for the given
example, we are assuming we would like to execute every cell once without running into any execution
errors. The orange, dashed arrows represent dependencies (i.e., cell D is dependent on cell A and cell
C is dependent on cell B). fig. 2.2 shows the result after cell A has been executed and the subsequent
executions are shown. As we see, incremental programming is a method of progressing through a program
step by step, building the execution through steps taken by the user.

2.1.2 Read-Eval-Print Loops (REPLs)

Incremental programming shines in environments such as Read-Eval-Print Loops (REPLs). REPLs
are interactive programming environments that allow developers to write and execute code sequen-
tially in small fragments. Common examples include command-line shells and similar environments for
programming languages, such as IPython [1], and the technique is very characteristic of scripting lan-
guages [17]. However, REPLs are not limited to scripting languages; they can be found in languages like
Java (JShell [18]), C++ (CLing [19]), and many more.

Characterized by its iterative development style, REPLs involve gradually building up a programming
project piece by piece, allowing for continuous testing, adaptation, and refinement. REPL environments
have a lot of advantages for code development, such as quick evaluation when manipulating code frag-
ments, quick snippet testing of code, configuration or state independency (especially useful when a snippet
has a lot of computation needed), and modularity of code fragments, to name a few [20]. For all the
benefits REPLs have to offer, they cannot be utilized efficiently in the context of software development
outside of small projects due to scalability concerns.
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® @ maxboksem — Python — 88x11

maxboksem [~] ©2:34 PM Max Boksem $python3
Python 3.12.5 (main, Aug 6 2024, 19:08:49) [Clang 15.08.8 (clang-1500.3.9.4)] on darwin

Type "help", "copyright", "credits" or "license" for more information.
>>> X = "Hello"

>>> y = "World"

>>> z = ' {x} {y}!'

>>> print(z)
Hello World!
>>>

Figure 2.3: Python REPL environment (IPython).

2.1.3 Computational Notebooks

Building on the concept of REPLs, computational notebooks provide the developer with a friendly user
interface and more functionality to interact with a REPL kernel. For example, users can create many
code cells before any execution occurs and then execute the cells in whatever order they choose. Cells
are often rerun to test different scenarios or to see how the code changes over time. Computational
notebooks also allow the user to create documentation cells using markdown, which can explain the code
or provide additional information [21].

y =X

[3]:

print(y)

|3

Figure 2.4: Computational Notebook (Jupyter Notebook)

Computational notebooks like Jupyter Notebook [2] have become increasingly popular, especially in
the fields of data science and artificial intelligence. This is shown by the rapid growth in the availability
of Jupyter notebooks on GitHub, soaring from about 200,000 in 2015 to nearly 10 million by October
2020 [22, 23]. The Jupyter extension for Visual Studio Code is also the third most downloaded extension,
with more than 74 million downloads at the time of writing this[24]. millions now use them for their
work [21], including research communities [22].

2.1.4 Exploratory Programming

In 1983, Beau Shiel, a manager at Xerox’s Al Systems, popularized the term “Exploratory Programming”
to describe the challenges of applying rigid software development lifecycles to experimental AT code [25].
In open-ended tasks, where a program’s behavior cannot be fully defined in advance, exploratory pro-
gramming is a great practice to actively experiment with various code possibilities and discover workable
solutions along the way [3]. The style of exploratory programming involves experimenting with different
versions of the same code fragment and responding to the observed effects (e.g., modifying and executing
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a code cell in a notebook multiple times). Various approaches have been investigated to better support
exploratory programming in Notebooks [7] or programming environments in general [5].

One approach to supporting exploratory programming is to allow developers to manipulate execution
paths to explore and understand alternative branches of program evolution. This approach enables
developers to test different scenarios by altering the sequence of code execution. Instead of modifying
and executing one specific cell, a developer might also choose to execute an alternative cell to observe
how the two compare based on their outputs. This flexibility facilitates deeper insights into how various
parts of the code interact. Ideally, outputs from these different execution paths can be easily compared,
providing clear and immediate feedback on how changes impact the code’s behavior [4]. In [26], a generic
approach for supporting exploratory programming in programming environments is suggested in which
an execution graph keeps track of previously visited program states to which the programmer can return,
similar to the record-keeping required for omniscient debugging [27].

2.1.5 Incremental Programming Environments (IPEs)

Incremental programming environments (IPEs) was a term coined initially by Medina-Mora and Feiler
in “An Incremental Programming Environment” [28]. However, we will broaden the term to mean any
programming environments that support incremental programming. IPEs encompass both REPLs and
computational notebooks as they both allow developers to write and execute code incrementally.

IPEs are usually limited to data science and artificial intelligence as the emphasis on these projects
are more about computational constraints utilizing powerful libraries versus project complexity[22, 29].
A complex project can be implemented entirely in IPEs, but this is equivalent to having all code exist in
one file; almost impossible to read and analyze. It can be argued that this is one of the major bottlenecks
of why IPEs are not used to develop large-scale software systems. For all the benefits IPEs have to offer,
they cannot be utilized efficiently in the context of software development outside of smaller software
projects.

2.1.6 Classical Software Development

The norm for creating large-scale software projects usually follows the following workflow: a developer
opens an IDE or text editor, writes some code, and clicks run, hoping everything runs as expected. This
method is adaptable and offers flexibility to almost every coding application. It does have its pitfalls,
however. As project complexity increases, readability tends to decrease in software projects [30]. A large
area of research is concerned with how to convert classical development methods into more readable
forms such as Domain-Specific Languages (DSLs), UML generators, and Model Driven Development
(MDD)[31-33]. Integrating incremental programming into this framework addresses these concerns by
offering developers the advantage of immediate code feedback and simplified experimentation with code
modifications.

2.1.7 Text-based Programming Environments

Text-based programming environments are a common type of programming environment. A text editor
is a type of interface dedicated to the creation and modification of plain text data. Text-based program-
ming environments are lightweight and are specifically designed to work with plain text. Since most
programming languages utilize the use of file-based code storage, text-based programming environments
are good for changing coding and general scripting, along with general text manipulation. Some exam-
ples include Sublime Text, Notepad++, and VIM. Text-based programming environments can sometimes
offer features such as syntax highlighting, search and replace, and file operations/management. They
do not include functions such as debugging or building, which are found in Integrated Development
Environments (IDEs).

2.1.8 Integrated Development Environments (IDEs)

Integrated Development Environments (IDEs) are a type of programming environment that provides
comprehensive facilities to computer programmers for software development. An IDE normally consists
of a source code / text-based editor, build automation tools, and a debugger. Most modern IDEs have
intelligent code completion, syntax highlighting, and code refactoring. Some examples include Visual
Studio, Eclipse, and IntelliJ IDEA. IDEs are generally used for larger projects that require more than
just text editing. They are used for debugging, building, and running code. They are also used for
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Figure 2.5: Visual Studio Code (VSCode)

version control, testing, and deployment. IDEs are generally more complex than text-based programming
environments and are used for more complex projects.

A special case named, Visual Studio Code (VSCode) (Not to be confused with Visual Studio), tries
to “toe the line” between text-based programming environments and IDEs. They offer a lightweight
text-based editor along with extensions that mimic many of the features of an IDE, such as debugging,
building, and running code. For these reasons, many developers have chosen to use VSCode as their
primary development environment and has become the most used development environment, by far,
according to the Stack Overflow Developer Survey of 20241

2.1.9 Complexity (Management).

Complexity can be defined in many different ways in the scope of software engineering. Most software
metrics define complexity specific to a project including number of statements, McCabe’s cyclomatic
number [34], Halstead’s programming effort [35], and the knot measure [36, 37]. This project is focused
on a programming environment instead of any specific project, so we will focus on how to manage
complexity in a general sense. When we refer to complexity, we will be referring to the complexity of
the code structure and how it is managed in the programming environment.

For structural complexity, we will be relating to the complexity model of object-oriented systems [38],
specifically when it comes to encapsulation, and the reduction of cognitive load by simplifying the
interface [39, 40]. Ejiogu refers to this type of structural complexity as ‘structuredness’ [14].

The management of the system through analyzation and visualization tools will be another part of
complexity management. The goal of software visualization is to provide knowledge of a system, program
artifacts, and understanding their relationships [41]. By limiting the data needed to analyze software,
we can therefore reduce the complexity of the data shown [42].

2.2 Domain

We define and divide the typical pipeline of the software development process, from code to an actual
application, into three main domains: the data structure for organizing and storing code, the program-
ming environment (the interface through which developers interact with code), and lastly, the engine

Ihttps://survey.stackoverflow.co/2024/
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(how the code is physically run on the computer). Below explains how the proposal will interact with
each of these domains:

2.2.1 Data Structure / Code

The data structure domain directly relates to how source code is stored and organized. For example, if
a developer adds methods to a class, they change the code of the class. These classes, in turn, can be
inside packages and those within files.

The data structure will be an important aspect of the project. It will need to be thoroughly considered
to make the project a success. Due to the nature of how nodes can interact with each other, the structure
will most likely be a graph-like structure. Each node will be a code fragment or abstraction connected to
other nodes through a number of relationships. A careful investigation will need to be done to identify
different types of relationships the data structure should have. The combination of programmer and tool
will populate the relationships (add edges to the graph).

2.2.2 Interface / Programming Environment

The programming environment presents the source code data structure to the programmer and enables
various kinds of interactions. Existing examples are computational notebooks (e.g., Jupyter), IDEs (e.g.,
VSCode), and REPLs (e.g., IPython).

Out of all the domains, this will be the primary focus of the project. Incremental programming
requires the representation of fine-grained code snippets/fragments in the source code data structure.
Complex software (software engineering) requires that code fragments can be structured (classes, files,
packages, etc.). The goal is to develop a programming environment in which a developer can build
complex software while still benefiting from incremental programming. A solution to accommodate both
goals is proposed by introducing an abstract interpretation of a node that can become more granular to
the preference of the developer. The data nodes should be represented cleanly and legibly. Data nodes
should be interactable, both to reorganize the nodes/relationships and to edit the nodes themselves.

Another feature that should be present in the interface is an exploratory way to pick and choose
different nodes to quickly execute. This feature tries to capture the premise behind incremental pro-
gramming. The developer should have a way to define an execution path (through nodes), then quickly
swap nodes for different executions. They should also be able to investigate how attaching nodes can
generate different execution paths.

The visualization should also allow the developer to do fast analysis. Potentially a developer wants
to explore how a particular code fragment is executed. If so, they should be able to create a projection
from a generated dependency graph to and from this node. This is one example, but this should be
extendable to whichever relationship is desired from the developer.

2.2.3 Engine / Compiler / Interpreter

The engine domain involves how to convert the code and interface by executing or compiling to a
machine-readable format. For example, how IPEs are executed or how software is compiled.

In the scope of incremental computing, the engine will need a quick way to keep track of the execution
state. If a developer chooses to swap nodes or select a different execution path in the interface, the engine
should not have to recompute everything. The engine should only have to recompute the outputs affected
by changes in data.

The engine domain must also be considered in this proposal as it is responsible for making the appli-
cation itself, however, the plan will be to utilize pre-made engines as much as possible. The development
process that this proposal introduces is not catered to any specific language. Since different languages
interact with the computer in different ways, this must be a consideration. As this proposal is geared
toward creating large software projects, there must be some way to create a distributable, optimized,
executable application. Compiled languages usually already do this when compiling and building the
code. Interpreted languages, like Python, usually have to be executed “on the fly” which generally leads
to slower execution time. To counteract this, the engine might have to convert to a compilable system.
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Design

3.1 Requirements

In this section, we will extract and outline the main requirements for the new programming environment
proposed in this thesis. The process begins with the Requirements Formulation, where the initial set of
requirements is derived from the analysis of existing incremental and classical text-based programming
environments. Throughout the text, bolded keywords will correspond to the main requirements. Follow-
ing this, we will summarize these main requirements into a table in the Requirements Overview section.
This table will highlight the key requirements, their potential features, descriptions, and the importance
of implementing them for the initial proof-of-concept. Finally, we will provide a detailed analysis of these
requirements in the Requirements Analysis section, discussing how they can be effectively implemented.

3.1.1 Formulation

To answer Research Question 1 (RQ1), a proof-of-concept will be created to demonstrate the redesign of
the programming environment. This new programming environment will need to consider both features
and requirements specified by typical environments specialized in incremental programming and classical
text-based environments. Once we classify the key ideals of each environment, we can then start to create
a set of requirements needed. Once the requirements are defined, we can create a list of features for the
new environment.

A popular programming environment that utilizes incremental programming techniques is a Read-
Eval-Print-Loop (REPL). A common instance of a REPL is iPython (for Python), which is used to make
the Jupyter Notebook. REPLs are used heavily in the fields of data science and artificial intelligence.
These fields usually need to utilize incremental programming techniques as they often involve large
computations, such as training models, and require a lot of experimentation to fine-tune. Incremental
programming is excellent for both these uses as computation is selectively done to avoid repeated com-
putation (known as incremental computation). Incremental programming allows users to break down
individual cells, test them in isolation, and integrate them in stages, thus ensuring a more error-prone
code.

One can ask, “Why are REPLs not commonly used for large-scale software development?” The short
answer lies in their inherent design: while languages such as Clojure and Haskell integrate REPLs as
a core part of an incremental programming workflow (typically in combination with an editor or IDE),
this approach suits projects where rapid, iterative feedback is paramount rather than managing complex,
interdependent modules. In contrast, languages designed for large-scale systems like C# and Java rely on
environments that can handle the full breadth and intricacies of extensive codebases. Even Python, with
its widely adopted IPython REPL, emphasizes a broader ecosystem beyond incremental development,
spotlighting why REPLs are not the primary tool for large-scale software engineering. With so many
different modules and systems a software project can contain, keeping track of everything in a linear set
of cells is almost impossible. For similar reasons, ‘readability’ starts to degrade as a project expands.
Poor readability can impede developers from understanding what the code is doing, cause sub-optimal
changes, and introduce bugs into a code base [43]. For Jupyter Notebook, markup on cells helps with
overall readability, but still is not substantial enough to support a typical software project.

Most software engineering projects are made using a classical text-based programming environment.
Traditional text-based editors, such as Vi, Emacs, and even notepad [44], were the primary tools when
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many programming languages were being created. These environments focus on raw text manipulation
and often require developers to use command-line tools for compiling, debugging, and version control.
Text-based programming environments are highly flexible and can be customized with plugins and ex-
tensions to support various programming languages and workflows. They provide a lightweight and
distraction-free environment, allowing developers to focus purely on writing code without the overhead
of additional features found in modern IDEs.

Text-based environments are inherently compatible with source control systems like Git, enabling
seamless integration for version control. They allow developers to manage their code base effectively, track
changes, and collaborate with team members. Many modern IDE features, such as syntax highlighting,
code completion, and linting, are ported to text-based environments through plugins, making them
versatile tools for development. Additionally, some programming environments, like Visual Studio Code,
blur the lines between traditional text editors and full-fledged IDEs by offering extensive support for
extensions that provide IDE-like features.

However, text-based programming environments have some limitations. Unlike REPLs, they do not
inherently support incremental programming. Iterative development is the aim of many different software
engineering agile methodologies [45]. However, with text-based programming, it is challenging to truly
isolate changes to a specific code change. It is often the case that an obscure change in one part of code
can change the output of another unrelated code snippet.

Regarding incremental computation, when testing minor changes, developers normally need to re-
compile and rerun large sections of code, which can be time-consuming. Incremental changes cannot
be tested in isolation as easily as in a REPL environment. Readability can also become an issue as
projects grow; large code bases can be challenging to navigate and understand, especially for new team
members. Text-based environments can be customized with various tools to enhance readability, such
as code folding and syntax highlighting. However, there are limits to how well this realistically can scale
along with project size.

Despite these challenges, text-based programming environments’ flexibility, customization options,
and lightweight nature make them valuable tools for many developers. By understanding the strengths
and weaknesses of incremental programming environments and classical text-based environments, devel-
opers can choose the best tools to suit their specific needs and workflows.

A reexamination of these advantages and disadvantages can be done to make a new environment that
suits the needs of almost all developers. Several high-level requirements must be met to create a hybrid
programming environment that leverages the benefits of both incremental programming and traditional
text-based development. This hybrid environment should provide the interactive and iterative fea-
tures of REPLs, allowing developers to test and refine their code in small, manageable increments.
Simultaneously, it should offer the structural support and comprehensive project management
features found in classical text-based environments, making it suitable for large-scale software
projects.

To handle the complexity of large software projects, the environment should include features
that help in managing dependencies, tracking changes, and organizing code effectively. The hybrid
environment should utilize a more sophisticated structure rather than being limited to the linear sequence
of cells typically found in REPLs. The one-dimensional constraint is too limited, so we need to expand
it to two dimensions. The most generic 2-dimensional structure is a graph. By representing code and
its relationships in a graph-like format, we can categorize and organize different sections of a project
more effectively. This graph structure allows for cells to be grouped and abstracted, representing various
systems and components within the software project. This method not only can improve organization if
done properly but also enhance readability and manageability.

To further enhance the readability of the entire system, the graph representation should support
different architectural views, allowing developers to visualize the structure and relationships of their
code in various forms. For example, the environment could provide a diagram view similar to a UML
diagram, which can illustrate classes, interfaces, modules, components, and/or systems. This capability
would help developers better understand the project’s overall architecture, identify dependencies, and
spot potential design issues early. By offering multiple ways to visualize the code, the environment can
cater to different levels of abstraction, from high-level architectural overviews to detailed code relation-
ships, thereby improving the comprehensibility and maintainability of complex software systems.

Each code fragment should be capable of independent execution, adhering to the principles of
incremental programming and modular development. This capability ensures that developers
can run, edit, test, and analyze nodes in isolation, making identifying and addressing issues easier without
affecting the entire code base. To support this modular approach, the environment should also include
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tools for analyzing sub-graphs within the overall graph structure, allowing developers to focus on
specific relationships and dependencies.

In addition to these core requirements, the environment must include version control integration,
similar to traditional text-based environments, to facilitate collaborative work. This integration would
enable seamless tracking of changes, branching, merging, and conflict resolution, ensuring that teams
can work together efficiently. Shareable code is vital in software engineering teams. The environment
should ensure that code runs consistently across different machines as done in various REPLs.
This involves not only integrating with version control systems like Git but also ensuring that the state
and environment in which the code runs are reproducible. This state consistency guarantees that the
same code will produce the same results, regardless of the machine on which it is executed. To support
collaboration and code sharing, the environment should also allow for the easy sharing of projects and
code snippets. This can involve features for sharing code directly within the development environment
(maybe even in real-time) or through external platforms, ensuring that shared code can be easily run
and tested by others.

File support is necessary to integrate with version control systems, which rely on file structures to
track changes and manage repositories. Therefore, the environment should include a file manager,
similar to the file explorers found in modern IDEs, allowing developers to import, organize, and navigate
files seamlessly. This integration ensures that developers can maintain a logical structure for their
projects and leverage the full capabilities of version control systems.

To further enhance functionality, the hybrid environment should support cross-compatibility be-
tween different development environments. This means enabling the transformation of projects
developed in the hybrid environment back into traditional text-based formats or REPL environ-
ments. This flexibility ensures that developers can switch between different tools as needed without
losing any progress or functionality.

Another important requirement is the ability to export projects into running software. This
involves packaging or compiling the code into executable applications, ensuring that the final product
can be easily deployed and run in various environments. The environment should also allow for experi-
mentation with different versions of nodes, allowing developers to select and run different versions
of code fragments to compare their behavior and performance.

When considering adaptability, a customizable interface that allows developers to tailor their
workspace to their specific preferences and needs. This flexibility is important for accommodating differ-
ent workflows and enhancing productivity, drawing influence from the flexibility found in modern IDEs
where users can rearrange panels, toolbars, and other elements to suit their individual styles.

Enhanced readability is another crucial requirement. The environment must incorporate features
that improve code clarity and organization, such as syntax highlighting, code folding, and
integrated documentation (markup). These features, commonly found in traditional text-based
environments, help developers quickly understand and navigate their code, reducing the cognitive load
and potential for errors and making it easier to maintain and extend code bases.

To facilitate a smooth transition from traditional text-based IDEs to the new hybrid environment,
it is essential to support features commonly found in full-fledged IDEs. These include advanced
search functionalities, code navigation tools, and comprehensive project management fea-
tures. By incorporating these elements, the hybrid environment can offer a familiar experience to
developers, easing the learning curve and promoting adoption.

Debugging capabilities are essential for any development environment. The hybrid environment
should include at least some basic debugging tools that allow developers to set breakpoints and step
through code execution. These features help diagnose and fix issues efficiently, drawing from the
comprehensive debugging support found in traditional text-based IDEs.

General tools to track code metrics are another important requirement. These tools should provide
insights into various aspects of the code base, such as complexity, code coverage, and performance.
By monitoring these metrics, developers can maintain high code quality and identify areas for improve-
ment, ensuring that the software remains maintainable and efficient.

Expandability and modifiability are also critical requirements. The environment should be de-
signed to allow the addition of extensions and plugins, enabling developers to introduce new
features and functionalities as needed. This modularity ensures that the environment can evolve and
adapt to new requirements and technologies over time, much like how modern IDEs support a wide range
of extensions to enhance their capabilities.

By addressing these requirements, the hybrid programming environment can combine the strengths of
REPLs and classical text-based development. The resulting environment would not only improve the ef-
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ficiency and productivity of developers but also enhance the readability, maintainability, and shareability
of complex software projects. This comprehensive approach ensures that the hybrid environment sup-
ports both the iterative, experimental nature of incremental programming and the structured, scalable
needs of traditional software development.

To answer Research Question 2 (RQ2), a series of case studies will be conducted covering various key
features of the proof-of-concept. These case studies will evaluate the effectiveness of the new programming
environment in supporting incremental programming, exploratory programming, and managing project
complexity. By analyzing the results of these case studies, we can gain insights into the strengths and
weaknesses of the hybrid environment and identify areas for improvement.

3.1.2 Overview

The following is an overview of the requirements extracted above. We ranked the importance from Low,
Medium, and High importance based on what we believed was appropriate. These ratings correspond
to optional, would be nice to have, and mandatory requirements, respectively, when evaluating what the
proof-of-concept should include.

Table 3.1: Requirements and Features (Part 1)

Requirement Potential Feature Description Importance
Incremental Program- High
ming Features
Incremental program- Supports incremental High
ming programming method-
ology and modular
development
Interactive and itera- Enables interactive and High
tive features of REPLs  incremental code exe-
cution
Complexity = Manage- High
ment
Handle large software Manages dependencies High
project complexity and complexity
Comprehensive project Tools for managing Medium
management features projects
Track code metrics Analyzes code com- Low
plexity, coverage, and
performance
Code Architectural Vi- High
sualization
Support different archi- Visualize code struc- High
tectural views ture in various formats
Tools for analyzing Analyze code relation- High
graphs and sub-graphs  ships and dependencies
Code abstraction Abstract  sub-graphs High
into  groupings to
symbolize systems or
components
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Table 3.2: Requirements and Features (Part 2)

Requirement Potential Feature Description Importance
Version Control Medium
Version control integra- Seamless  integration Medium
tion with tools like Git
Consistency Medium
Ensure consistent code Reproducible results Medium
execution across different ma-
chines
File Management High
File-based data struc- Environment stored in High
ture support files with logical struc-
ture
Easy sharing of Facilitates collabora- Medium
projects and code tion and sharing
snippets
Cross-Compatibility Medium
Export
Cross-compatibility be-  Convert projects Medium
tween environments between different
programming environ-
ments
Export projects into Compile and package Medium
running software code for deployment
Extensibility Medium
Customizable interface  Let wusers customize Low
view of the interface
Improve code clarity Features like syntax Low
and organization highlighting and code
folding
Extensibility Support for extensions Medium
and plugins
IDE-Like Features Low
IDE features Search functionalities, Low
code navigation tools
Debugging capabilities  Set breakpoints and Low

step through code

3.1.3 Analysis

The following is an analysis of the requirements and features extracted from the table above, along with

the corresponding priority to implement in a proof-of-concept.

Incremental Programming Features [High Priority]

Incremental programming features are at the core of what IGC tries to offer developers. Coming from
the ideals of REPLs, incremental programming allows the user to develop their system in a modular
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fashion which is a core principle of many Agile software methodologies.

Complexity Management [High Priority]

This is everything we are trying to get from the text-based programming environments. We want to be
able to handle large, complex projects and make sure they scale and are readable inside the environment.

Code Architectural Visualization [High Priority]

This refers to the graph structure of the environment to be able to handle much of the complexity needed
for an average software project. Reviewing model-driven development can give me good insights into
the advantages of implementing this requirement. It is an essential requirement to have as it relates
directly to the readability of the project which we hypothesize solves both the complexity issue of REPL
environments and the readability issue of text-based environments.

Version Control [Medium Priority]

Version control is a need for every software engineer as most software projects are done collaboratively.
There are different ways to implement this because of the nature of the environment. More efficient
“Diffing” algorithms exist in tree or graph-like data structures that can be implemented. However, using
the standard Myers algorithm or some hybrid might be simpler due to time constraints. There are also
different ways of thinking about version control, especially with incremental programming, such as the
ideas expressed in the paper “Variolite” [7], however, this might be too ambitious.

Consistency [Medium Priority]

Consistency is important to be able to transfer the project to different systems and behave the same. If
the behavior changes depending on, for example, the operating system, version of the software, or time
of day, this destroys the confidence of the user and creates unneeded debugging time to figure out why.

File Management [High Priority]

This requirement refers mostly to the concept of being able to store the structure of the programming
environment efficiently inside a file. This is vital as this relates to many other requirements such as
version control and the following requirement.

Cross-Compatibility Export [Medium Priority]

These are both important to have as they allow the translation from different environments into this new
proposed one, however, a proof-of-concept can exist without it. The research questions are more focused
on the productivity and readability of the environment.

Extensibility [Medium Priority]

Extensibility includes customization, where the user can customize the interface to fit their own needs.
This is to help with the transition from a text-based IDE to this environment. However, this is optional
and low priority. What makes this requirement MEDIUM is the Extensibility. For this environment to
adapt and become more versatile, it needs to be able to adapt and allow outside changes from different
developers to contribute to the project.

IDE-Like Features [Low Priority]

Would be nice to have since we want to make the transition from text-based IDE to this environment
seamless, however, this is not needed. Some of the features could be very quick to implement which
might make it a valid feature to implement. For example, linting can easily be done with predefined
“linting servers” where the only task would be to listen to feedback from the server to offer this feature.
Linting features are incredibly valuable when programming, but again, not vital for a minimum viable
product.
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3.2 Combining the Requirements

In this section, we will review all of the key requirements and features that we have derived from the
requirements above. We will discuss the importance of each requirement and feature and how they can
be implemented in the proof-of-concept.

The core requirements of the new programming environment are Incremental Programming Features,
Complexity Management, Code Architectural Visualization, Version Control, Consistency, and File Man-
agement. To realize these requirements, we need to implement features that create an interactive and
iterative environment, handle large software project complexity, support different architectural views,
integrate with version control systems, ensure consistent code execution, and manage project files effec-
tively. We will first begin with the code organization and structure that will be used to implement these
requirements. We will use a graph-based data structure to represent the code and its relationships for
the proof-of-concept.

3.2.1 Graph Structure.

The graph structure will be the core of the new programming environment, representing code and its
relationships in a visual format. It targets both the data structure and interface domains. We chose
a graph structure as the increased dimension adds more flexibility and control over the interface. It
attempts to fulfill the Complexity Management and Code Architectural Visualization requirements.

With a graph structure, we can categorize and organize different sections of a project more effectively
by moving structural components in different ways. This could mean grouping nodes that relate to a
specific system together or having the graph flow in such a way as to illustrate a potential workflow of
the project. Whatever the design may be, the graph structure evolves from the typical linear flow of
many programming environments. Think of writing code from top to bottom or creating cells in a typical
REPL environment. Linear approaches can be limiting when trying to manage large software projects,
as they can become difficult to navigate and understand as the project grows, causing data overload [15].

Although the graph structure in itself can be complex through overlapping elements [46] and even its
own data overload issues, we believe the ability to organize through a graphical structure outweighs the
issues. There is a reason that, in many professions, charts and graphs are used to represent data [47].
We try to combat data overload similarly to how many IDEs deal with it: with various features such as
abstractions or compositions through data importation.

Nodes.

To build the graph structure, we need to have both nodes and edges. This section will describe how the
nodes are defined. We will need to define the basic node payload that the GUI is required to handle
and render the nodes. We also need to think about reproducibility. We believe that the graphs should
look the exact same for every user who wants to manipulate the graph. Therefore, we will need to retain
information such as node positions within the workspace and whether or not the node is selected. Finally,
the nodes should be extendable. If the user wants to create a custom node, they should be able to do so
by building upon another node.
Below is the definition, written in TypeScript, of the core elements needed for every node:

type NodeData<T = any> = {

id: string; // Identifier

data: T; // Extendable payload

type: string; // Type classifier (Node Types)
selected: boolean; // If the node is selected
isConnectable: boolean; // If the node can be connected to edges
xPos: number; // X coordinate of the node location
yPos: number; // Y coordinate of the node location

};

Deviating from the initial node definition, we postulate that there are three essential building blocks
(nodes) of any graph-structured programming environment: code, documentation, and an abstraction
node representing sub-graphs. We will call the latter a “graph node” for simplicity.

The code node represents the actual code snippet or cell that the user writes. This node is where
the user writes their code, and it can be executed independently. The code node is the core building
block of the graph structure, representing the actual code fragments that make up the project. It is
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important to keep track of the new definitions and the dependencies the code introduces, as it can
potentially determine what nodes can be executed or need to be executed before others. The code
node is language agnostic, meaning it can support any language that the environment is designed to
work with. This flexibility allows developers to work with different languages within a similar-looking
environment, making it suitable for a wide range of projects. The code node could potentially support
multiple languages in a single environment, allowing developers to work on projects requiring different
programming languages. However, for the proof-of-concept, we will focus on supporting a single language
to simplify the implementation.
The definition of the payload of the code node is as follows:

interface Dependencies { // All dependencies the code uses
variables: string[];
functions: stringl[];
classes: stringl[];
modules: string[];

}
interface Definitions { // All new definitions the code creates
variables: stringl[];
functions: stringl[];
classes: stringl[];
}
type CodeData = {
code: string; // The code payload
scope?: string; // Scope of the code (global by default)

dependencies?: Dependencies;
new_definitions?: Definitions;

};

type CodeNodeData<T = {}> =T & {
codeData: CodeData;
};

To create a code node, we simply would have to pass the CodeNodeData type to the data payload for
a node. Note that the scope, dependencies, and new_definitions are all optional parameters. This
is because we often do not know this information until we actually analyze the code. For the scope
parameter, this would be populated once an outside action puts the code node into a scope of something
(e.g., a “Method” node is attached to a “Class” node). For both dependencies and new_definitions
parameters, this would be populated once analyzed (potentially before an execution or on code parameter
change).

The documentation node represents the documentation or comments associated with the code. This
node is used to provide additional context, explanations, or notes about the code snippet. The docu-
mentation node is essential for maintaining code readability and understanding, as it allows developers
to document their code effectively. The documentation node can be linked to the code node, providing
a clear connection between the code and its associated documentation. This connection ensures that
developers can easily access and reference the documentation while working on the code, enhancing
the overall readability and maintainability of the project helping realize the Complexity Management
requirement.

The following is the payload definition of the documentation node:

type DocumentationNodeData<T = {}> =T & {
documentation: string;

};

Documentation nodes are created by passing the DocumentationNodeData type to the data payload of
a node. The documentation node is the simplest node type, but it is still extendable in case a user wants
to build upon it.

The graph node represents an abstraction of a sub-graph within the overall graph structure. This
node is used to group related code nodes together, representing systems, components, or modules within
the project. The graph node allows developers to organize and manage different sections of the project
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effectively, providing a high-level view of the code structure. By abstracting sub-graphs into graph
nodes, developers can focus on specific systems or components, making navigating and understanding
the project easier. The graph node is a key feature for managing project complexity and supporting
different architectural views, as it enables developers to visualize the structure and relationships of their
code in various forms.

The functional element to extract from a graph and import into another graph using a graph node is
its execution. However, especially with exploratory programming where the user is experimenting with
different executions, the user might want to execute a particular execution path that exists in different
parts of a graph. To give the user full control, we should allow the user to specify which execution path
they want to import. We will call this specific execution a “session”. The session will be a directed path
through the graph structure that represents an execution path. We will further discuss sessions in a later
section (section 3.2.2).

The payload definition of the graph node is as follows:

type GraphNodeData<T = {}> =T & {
filePath: string; // Path to the graph to import
selectedSession: string; // Session id to use from this graph file

};

To create a graph node, we would pass the filePath and selectedSession parameters to the data
payload of a Graph node. The filePath parameter is the path to the graph file to import, and the
selectedSession parameter is the session ID to use from the imported graph file. The graph file that
is being imported should have sessions that are already predefined. If not, there is no execution data
and, therefore, no way to tell how to use the graph node.

id: string;

data: T;

type: string;

selected: boolean;
isConnectable: boolean;
xPos: number;

yPos: number;

A A A

CodeNode DocumentationNode GraphNode
code: string; documentation: string; filePath: string;
scope?: string; selectedSession: string;

dependencies?: Dependencies;
new_definitions?: Definitions;

Figure 3.1: The node payloads hierarchy for the graphical programming environment.
CodeNode, DocumentationNode, and GraphNode are all inherited from the base node

type.

Figure 3.1 shows the relationships between the node types. All of the nodes are inherited from the
base node type. This is to ensure that all nodes have the same basic structure and can be rendered in
the same way. The base node type contains the core elements needed for every node. By defining a
base node type, we can ensure consistency across all nodes and simplify the rendering process. The base
Node type is extended by the CodeNode, DocumentationNode, and GraphNode types, which define the
specific payloads for each node type. This hierarchy allows us to create different types of nodes with
unique properties while maintaining a consistent structure across the graph.
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Relationships (Edges).

To connect all of the building blocks together, we need to define relationships between the nodes. These
relationships are represented as directed edges in the graph structure and define how different nodes are
connected and interact with each other. There are several types of relationships that can be defined
between nodes. Potentially there can be relationships self-loop into the same node.

The following is the definition of the core elements needed for every relationship to connect two nodes:

type RelationshipData<T = any> = {

id: string; // Identifier

data: T; // Extendable payload

type: string; // Type classifier (Relationship Types)
source: string; // Source node id

target: string; // Target node id

selected: boolean; // If the relationship is selected

};

One thing to note is that, unlike the node definition, the relationship definition does not have any
positional data. This will be strictly inferred from the nodes themselves. Potentially, in the future, we
could have the relationship definition include points that the relationship should go through, but for
now, we will keep it simple.

Relationships can be used to represent various different types of meanings between nodes. Some
relationships could be paradigm-specific (examples discussed later in the implementation), but some
relationships are universal. For example, the execution relationship represents the ordering of code
execution between nodes. This relationship defines the sequence in which code nodes are executed,
ensuring that the code runs correctly and produces the expected results. A graphical representation of a
codebase makes execution order unclear, as with a linear representation, the order is normally top-down.

Another universal relationship is the documentation relationship. This relationship links the doc-
umentation node to the code node, providing a connection between the code and its associated docu-
mentation. This relationship ensures that developers can easily access and reference the documentation
while working on the code, enhancing the overall readability and maintainability of the project.

More relationships will be discussed in the implementation section, but the relationships are the core
of the graph structure as they give more meaning to the codebase that is not normally seen in a linear
representation. This is where the graph structure shines as it can represent relationships in a more
meaningful way. The user is able to create custom relationships to fit the needs of their project, allowing
for a more flexible and adaptable environment.

Views.

One thing to note with this new graphical organizational structure is that there is now a way to interpret
more through relationships of the structure of the graph itself. This can translate to having different
views than the typical text-based code editor. In an IDE, it is very difficult for the environment to
interpret relationships between the code itself as relationships are not directly declared. There are
instances where relationships can be inferred, such as in PescalJ[48] where they create a view directly
correlating documentation a code snippets through selected definitions and references, however again,
these relationships are not explicitly defined, so hard to infer. In a graphical environment, relationships
can be directly declared through the graph structure.

The trivial view is the text-based code editor view. This is exactly the same as you would have in any
other programming environment where the user can see the code in a text-based format. This view is
essential for writing and editing code, as it provides a familiar interface for developers to work with. The
text-based code editor view can support the IDE-Like Feature requirement providing features such as
syntax highlighting, linting, and other features commonly found in traditional text-based programming
environments. This view is the core interface for writing and editing code, providing a lightweight and
distraction-free environment for developers to focus on their work.

The graphical environment differs in providing more views based on the relationships provided in
the graph. For example, one main view we foresee is a view that shows the entire graph structure of
the project. This view is crucial as it is the basis of the entire code organization, and it should always
be shown on the user’s screen. This view can be used to visualize the overall structure of the project,
showing how different systems, components, and modules are connected.
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From the relationships of the graphs, we can create different custom views to make meaning of the
arrangements and combinations between the nodes and relations of the graph. The views can also be
selectively shown depending on specific actions taken in the graph itself. For example, showing node
specific views when a node is selected.

Views are not specific to a particular project but rather to the environment itself. This means that
the views can be used across different projects and can be customized to fit the needs of the user. Unlike
nodes and relationships, views do not need a payload to be saved to specific project data, thus only
affecting the interface domain. Instead, views use the project data to render the graph structure in
different ways.

When creating views, the user should be able to specify under what conditions to show the view.
For example, the user might want to show a specific view when a node(s) or relationship(s) are selected.
There would also need to be general views that are shown when nothing is selected. To capture this
functionality, we will need to define a way to reference the nodes and relationships that the view is
dependent on. The following is how we could define a view in the environment:

type Component = Node | Relationship;

interface ViewData {
forComponents: Component[];
weight: number;

The forComponents parameter is an array of components that the view is dependent on. If the array
is empty, we will interpret this as a general view. The weight parameter is a number that determines
the priority of the view. The higher the weight, the higher the priority of the view. The view with
the highest weight will be shown first, followed by views with lower weights. This allows the user to
customize the view hierarchy and ensure that the most relevant views are displayed at all times.

3.2.2 Sessions.

As the idea of execution is not as intuitive as a linear representation, we need to define a better way to
handle code execution. We will define a session as a way to execute the code. A session is an ordered set
of nodes that represent an execution path through the graph structure. Sessions will initialize at a null
state containing no data or information. As the user selects nodes to execute, the data of each execution
will incrementally build up in the session presenting a timeline of the execution to the user. This is a
key feature that relates directly to the Incremental Programming Feature requirement as execution is
done incrementally. The user is able to create multiple sessions to test and experiment between different
execution paths.

Sessions are specific to a graph, meaning that different graphs have their own set of sessions. This
is important as different graphs can represent different projects (if imported) or different parts of the
same project. Sessions can be used to define different execution paths within the graph and, therefore,
the project, allowing developers to test and analyze specific code fragments in isolation. Sessions can be
created, saved, and loaded within the environment, allowing users to manage and organize their code
execution effectively.

Environment > Project > Graph File > Session
(0.7) (0.7) 0.7

Figure 3.2: The relationship composition between the programming environment, projects,
graph files, and sessions.

A session manager will be used to manage sessions within the environment. The session manager
will allow developers to create and compare sessions throughout the development process, providing a
way to experiment with different versions of code and analyze their behavior. This integration ensures
that developers can leverage the full capabilities of the graph structure by letting the user execute in any
direction of the graph they could want.
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3.2.3 File Management.

The environment will support a file-based data structure to store the project files and data. A file-based
environment was chosen as many developers are already familiar with file systems and version control
systems that rely on file structures. This familiarity makes it easier for developers to manage and organize
their projects effectively. The session data will also be expressed as files, allowing developers to save and
load their work seamlessly. The file-based data structure will support the File Management requirement,
enabling developers to import, organize, and navigate files effectively. The file structure will be designed
to be logical and intuitive, allowing developers to maintain a structured project layout.

Similarly to many IDEs, the environment will include a file navigator to manage project files effec-
tively. The file navigator will allow developers to import, organize, and navigate files seamlessly, ensuring
that they can maintain a logical structure for their projects. The file navigator will support features
such as creating new files and folders, renaming, copying, pasting, and deleting files, and moving files
between folders. This integration ensures that developers can manage their project files efficiently and
maintain a structured project layout just as a typical IDE would.

3.2.4 Version Control.

Version control is an important feature for any modern software project, as it enables developers to track
changes, collaborate effectively, and manage project versions seamlessly.

Graph-based code structures open up the ability to utilize different version control systems. Specif-
ically, the graph-based structure allows for more efficient “Diffing” algorithms to be implemented, such
as tree-based [49] or graph-based diffing [50] algorithms. One inspiring example that was considered is
the “Variolite” system [7]. This system allows for the user to track changes in an IPE that could be
applied here.

However, for simplicity’s sake, for the proof-of-concept, we will use a more traditional file-based
version control system like Git. For simplicity, we do not provide a native way to interact with Git,
but rather, the user can interact with Git through traditional methods such as through a terminal or
a Git GUI referencing the project workspace. Although a better solution would be to integrate version
control directly in the environment, having the capability to still use git supports the Version Control
requirement. This is another reason why the file-based data structure is important, as it allows for easy
integration with existing version control systems.

3.2.5 Extendability.

The environment needs to be extendable to allow the user to create anything the user might need. This
is important as it allows the environment to adapt and evolve over time, supporting new requirements
and technologies. The environment will support the Extensibility requirement by providing a way for
developers to add custom nodes, relationships, and views.

The environment will have a custom library the user can import and use to create custom elements
(nodes, relationships, views). The library has three base objects for nodes, relationships, and views that
custom elements can inherit to import into the environment. This allows the user to create custom
elements that fit the needs of any scenario the user might have. For example, the user might want to
import the common elements of a specific language or paradigm to use in their project. The goal would
be to have a global database full of these custom elements that the user can import and use in their
project.

An Add-On manager will enable the user to manage and install custom elements within the environ-
ment. The Add-On manager will provide a way for developers to browse, install, and update custom
elements, ensuring that they can extend the environment with new features and functionalities as needed.
To streamline this, each of the base node, relationship, and view objects will inherit from a base object
that will be used to import the custom elements into the environment. This will ensure that all custom
elements have a consistent structure and can used in the Add-On manager in the same way. This base
object will be called RegistryComponent. It will have the following structure:

interface RegistryComponent {

key: string; // Identifier
displayName: string; // Name of the component
type: ~“node'' | "~“relationship'' | ““view''; // Type of component
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The key parameter is a unique identifier for the component, the displayName parameter is the name
of the component that will be displayed in the Add-On manager, and the type parameter is the type
of component (node, relationship, or view) which will help with classifying every component that is
imported.

Figure 3.3 shows the complete hierarchy of the registry system for the programming environment.

RegistryComponent
key: string; 0. — Component
displayName: string; X X
type: "node" | "relationship" | "view";
A A A
1
View Node Relationship
forComponents: Component([]; [€ id: string; id: string;
weight: number; data: T; data: T;
type: string; type: string;
selected: boolean; source: string;
isConnectable: boolean; target: string;
xPos: number; selected: boolean;
yPos: number;
A A A
CodeNode DocumentationNode GraphNode
code: string; documentation: string; filePath: string;
scope?: string; selectedSession: string;

dependencies?: Dependencies;
new_definitions?: Definitions;

Figure 3.3: The hierarchy of the registry system for the programming environment.

3.2.6 Reproducibility

Reproducibility is a key feature of the environment, as it ensures that the code runs consistently across
different machines. This is important for ensuring that the code behaves the same way regardless of
the environment it is executed in. Disregarding operating system differences in how they interact with
programming languages and packages, the environment will support reproducibility by providing a way
to save and load project files, sessions, and custom elements that are independent of the hardware and
operating system of the user. This means that the environment will look and function exactly the
same for every user. This allows developers to share their work with others and ensure that the code
runs consistently across different machines. This is inspired by computational notebooks and described in
“Jupyter Notebooks — a publishing format for reproducible computational workflows” [2]. Reproducibility
is important as it supports the Consistency requirement.
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Chapter 4

Implementation

This chapter describes the implementation details of the Incremental Graph Code (IGC) environment.
The chapter is divided into several sections, each focusing on a specific aspect of the implementation. The
sections cover the front end and back end technologies used, the visual components of the environment,
the APIs and back end functionality, software development practices, and other miscellaneous aspects of
the implementation. The chapter provides an in-depth look at how the IGC environment was built, the
technologies and tools used, and the design decisions made throughout the development process.

First, it is best to define some terms that will be used throughout the section and onward:

e IGC/IncrGraph/Incremental Graph Code: The proposed graphical programming environ-
ment.

e Node: The physical nodes of the graph.

e Node Type: The type of node that is being represented. This could be a class, method, or other
element of the project.

e Edge: The physical edges of the graph.

¢ Relationship: The edge type that is being represented. This could be a dependency, inheritance,
or other relationship between the nodes.

e View: A view that provides a representation of a set of nodes and edges.

e IGC File: A JSON file containing all the data of a graphical code representation formatted in a
way that IGC can handle. These are the main files that are used by IGC.

e Component: A defined node type or relationship. Note that when we use the term “visual

component,” we specifically mean what front-end frameworks typically call a display component

(e.g., a React component), which differs from the usage of the term “component” in our context.

IGC Component: A defined node type, relationship, or view.

Registry: A database of IGC Components that are available for the user.

Module: A set of IGC Components inside the Registry.

Session: A particular execution path for a given IGC file.

State: A current snapshot of a step of the execution of a particular session.

Configuration: All currently defined variables at a state.

4.1 General Technology / Tech Stack

4.1.1 Mediums to present the environment

There were several considerations on the platforms or mediums to present the programming environment.
The following are several that were considered and the rationale behind every choice.

Visual Studio Code (VSCode) Extension. VSCode is a widely used, open-source code editor
developed by Microsoft. It offers a community-based ecosystem of extensions and plugins, making it a
popular choice among developers. Considering its popularity and familiarity among users (as evidenced
by the StackOverflow developer survey of 2024 where over 73% of participants reported to using it!),

lhttps://survey.stackoverflow.co/2024/
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creating a VSCode extension was initially considered as the primary option for presenting the new
programming environment.

However, developing an extension for VSCode has certain limitations in customizing the user inter-
face and controlling user interactions. The extension would be constrained by the APIs and capabilities
provided by the VSCode platform, which may not allow the level of control required for this project. In
addition, VSCode’s extension framework is primarily geared towards enhancing code editing functional-
ities rather than building entirely new interactive experiences. This could restrict the implementation of
specialized features essential for the project’s goals.

While converting the environment into a VSCode extension is a potential future direction, we opted
to develop an independent application for now. This choice allows us full control over the environment
without the need to navigate the learning curve associated with VSCode extension development.

Software-based Application. Developing a standalone software application was considered a poten-
tial option for presenting the programming environment. This approach would provide complete control
over the application’s features and user interface, enabling the creation of a customized experience tai-
lored to the project’s specific requirements.

However, creating a software-based application has challenges regarding operating system indepen-
dence, which is a key requirement for the project. Maintaining compatibility across different operating
systems, such as Windows, macOS, and Linux, would increase the development complexity and resources
needed. This diversity could lead to inconsistencies and complicate the support and maintenance pro-
cesses.

Additionally, requiring users to install additional software could pose a barrier to entry. Users might
be reluctant to install new applications due to concerns about security, system performance, or simply the
inconvenience it entails. This could limit the accessibility and widespread adoption of the programming
environment.

Given these considerations, we decided that a standalone software application may not be the op-
timal choice. Instead, we looked towards solutions that are platform-independent and do not require
installation, leading us to consider web-based applications.

Web-based Application. Developing a web-based application emerged as the chosen option for pre-
senting the programming environment. Web applications offer platform independence, allowing users to
access the environment through a browser without the need for installation. This enhances accessibility
and lowers the barrier to entry, as users can engage with the environment from any device with internet
connectivity.

However, standard web applications face limitations in accessing the user’s local file system due
to browser security restrictions. This poses challenges for functionalities such as selecting directories,
opening projects, or importing packages. To address this limitation, we adopted a hybrid approach that
incorporates native capabilities for file system access (later discussed).

By integrating these functionalities, the environment can provide users with the necessary features
while maintaining the benefits of a web-based platform. This approach allows the environment to be
used both as a cloud-based application, similar to Jupyter Notebook, and as a native, operating system-
independent application. This dual capability enhances flexibility and user experience, catering to dif-
ferent preferences and use cases.

Electron-based Application. Electron is an open-source framework that enables the development
of cross-platform desktop applications using web technologies such as HTML, CSS, and JavaScript. By
combining Chromium and Node.js into a single runtime, Electron allows developers to build applica-
tions that run seamlessly on Windows, macOS, and Linux without the need to modify code for each
platform [51].

Using Electron for the programming environment offers several advantages. It retains the bene-
fits of a web-based application—such as ease of development and a rich ecosystem of libraries—while
providing access to native system functionalities. This includes features like directory selection, file sys-
tem operations, and integration with local resources, which are essential for a full-fledged programming
environment.

Electron applications can bypass the limitations imposed by standard web browsers regarding local
file system access. This is crucial for functionalities that require reading from or writing to the user’s
file system, interacting with hardware, or performing other operations that generally need permissions
beyond what a web application can obtain.
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Electron allows for a smooth user experience with a native application feel. It supports extensively
customizing the user interface, making it possible to design an environment tailored to the project’s
specific needs. Developers can leverage familiar web development tools and frameworks to build sophis-
ticated interfaces quickly.

4.1.2 Front End Technologies

There are many different front end-based technologies to choose from. The following are a couple of the
ones that were considered, as well as the reasoning behind every choice.

Vanilla JavaScript. Vanilla JavaScript refers to the use of plain JavaScript without any additional
libraries or frameworks. While this approach offers complete control over the codebase and minimal over-
head, it can be challenging to manage complex applications due to the lack of structure and organization
provided by libraries or frameworks.

jQuery. jQuery is a fast, small, and feature-rich JavaScript library that simplifies HTML document
traversal and manipulation, event handling, and animation [52]. It provides a concise syntax for common
tasks, making it easier to write JavaScript code that works across different browsers. However, jQuery’s
popularity has waned in recent years due to the rise of modern JavaScript frameworks and libraries.

Similarly to Vanilla JavaScript, jQuery lacks the structure and organization provided by modern
frameworks, making it less suitable for building complex applications. While it can be useful for simple
interactions and animations, it may not be the best choice for developing a comprehensive programming
environment.

Angular. Angular is a TypeScript-based open-source web application framework developed by Google.
It provides a robust structure for building single-page applications and offers features such as two-way
data binding, dependency injection, and modular design [53]. Angular’s extensive ecosystem includes
tools for routing, forms, HTTP clients, and more, making it a comprehensive solution for large-scale
applications [54].

Angular’s approach to development can be both a strength and a limitation. While it enforces
best practices and consistency, it can also introduce a steep learning curve for developers new to the
framework. Angular applications tend to be more complex due to the framework’s architecture, which
may not be necessary for smaller projects or applications with simpler requirements.

React. React is a JavaScript library maintained by Meta for building user interfaces. It focuses on
component-based architecture, allowing developers to create reusable Ul elements that manage their
state independently. React’s virtual DOM and efficient rendering process make it performant for complex
applications, and its declarative approach simplifies UI development [55].

React’s popularity has grown significantly in recent years due to its flexibility, performance, and
strong developer community, making it the most popular web front end library according to the 2024
StackOverflow developer survey (footnote 1). React uses the Flux Architecture instead of the traditional
MVC pattern. This architecture provides a unidirectional data flow, which helps with performance,
specifically with component-based applications, and eliminates the complexity where many sources try
to change the same data [55]. Flux does have its own set of challenges; as there is less access to the data
store from anywhere in the application, it can be difficult to track changes and debug issues.

To address these challenges, React applications sometimes have data flow libraries like Redux or
Zustand. These libraries help manage the state of the application and make it easier to track changes
and debug issues.

Overall, due to React’s flexibility, performance, and strong developer community, it was chosen as
the primary front end technology for the programming environment.

Vite. Vite ? is a modern build tool that focuses on speed and simplicity. It leverages native ES
modules to provide fast, efficient builds without the need for bundling. Vite supports various front end
frameworks, including react, and offers features like hot module replacement, optimized builds, and a
built-in development server. Vite was chosen as the build tool for the programming environment due to
its speed, simplicity, and previous experience we had.

2https://vite.dev/
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Redux vs Zustand. Redux ? and Zustand % are both state management libraries for React ap-
plications. Redux is a predictable state container, while Zustand is a small, fast, and scalable state
management library based on hooks. Both libraries offer solutions for managing application state in
React components, but they differ in their approach and complexity. For simplicity and performance,
Zustand was chosen as the state management library for the programming environment. Zustand’s min-
imalistic API and hook-based design make it easy to integrate and use, providing a lightweight solution
for managing state in React components.

ReactFlow. ReactFlow ° is a library for building node-based applications, such as flowcharts, dia-
grams, and visual programming interfaces. It provides a set of components and utilities for creating
interactive graphs with nodes and edges, allowing users to visualize and manipulate data in a structured
manner. ReactFlow’s flexible API and customizable features make it well-suited for developing the visual
components of the programming environment. We chose ReactFlow for its ease of use, extensibility, and
compatibility with React applications.

ReactFlow provides an infinite, pannable workspace to create graphs. This allows the user to create
any size project, as the workspace can always be extended. A limitation is that to capture the entirety
of a large project, the user must zoom out, which will eventually make text hard to read and elements
difficult to see or distinguish.

Matirial-UI. Material-UI ¢ is a popular React UI framework that provides a set of components and
styles based on Google’s Material Design guidelines. It was used over other component libraries, such as
Ant Design or Chakra Ul, as we had prior experience with it and it offers a wide range of components
and customization options. Material-UI offers a wide range of pre-built components, icons, and themes
for creating modern, responsive user interfaces. Material-UI’s modular design and customization options
make it a great choice for designing the visual components of the programming environment.

Front End Libraries Used

The following is a list of every library used on the front end:

Table 4.1: All Dependencies (Production 4+ Development), Excluding @types Libraries

Library Version Purpose / Need

@emotion/react 11.114 CSS-in-JS styling for React components.

@emotion/styled 11.11.5 Styled-components API built on Emotion.

@monaco-editor/react 4.6.0 React wrapper for the Monaco code editor.

@mui/icons-material 6.0.2 Material Ul icons for React.

@mui/material 6.0.2 Material Ul core components for React.

@mui/x-tree-view 7.15.0 Tree view component for MUI (hierarchical
data).

@reduxjs/toolkit 2.2.7 Simplifies Redux store setup and usage.

@xterm/addon-fit 0.10.0 Xterm.js addon for dynamically resizing ter-
minals.

Oxterm/xterm 5.5.0 Terminal emulator for browser-based apps.

axios 1.7.7 Promise-based HTTP client for browsers/N-
ode.js.

js-cookie 3.0.5 Utility for handling browser cookies.

lodash 4.17.21 Utility library for data manipulation, etc.

path-browserify 1.0.1 ‘path’-like utilities for use in the browser.

react 18.3.1 Core React library for building Uls.

Continued on next page

Shttps://redux.js.org/
4https://zustand-demo.pmnd.rs/
Shttps://reactflow.dev/
Shttps://mui.com/
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Continued from previous page

Library Version Purpose / Need

react-dom 18.3.1 DOM-specific methods for React app render-
ing.

react-draggable 4.4.6 Adds draggable functionality to React ele-
ments.

react-json-view 1.21.3 JSON viewer/editor React component.

react-markdown 8.0.6 Renders Markdown as React components.

react-resizable 3.0.5 Resizable container component for React.

react-router-dom 6.23.1 Declarative routing in React (for browsers).

reactflow 11.11.3 For building flow diagrams / node-based edi-
tors.

shared file:../shared  Local shared code for cross-project usage.

vis—network

9.1.9

Graph/network visualization in the browser.

zustand 4.5.4 Small, fast state-management for React.
Otypescript-eslint/eslint-plugin 7.8.0 ESLint rules for TypeScript-specific linting.
@typescript-eslint/parser 7.8.0 ESLint parser for analyzing TypeScript code.
@vitejs/plugin-react 4.2.1 Vite plugin enabling React fast refresh, etc.
@vitejs/plugin-react-swc 3.6.0 SWC-based React plugin for faster Vite
builds.
eslint 8.56.0 Pluggable JS/TS linter and code-quality tool.
eslint-plugin-react-hooks 4.6.2 ESLint rules enforcing correct usage of React
Hooks.
eslint-plugin-react-refresh 0.4.7 ESLint integration for React Refresh in dev.
typescript 5.4.5 Superset of JavaScript that adds static typing.
vite 5.2.11 Fast dev server and build tool for modern web

apps.

4.1.3 Back End Technologies

There are many different back end-based technologies to choose from. The following are a couple of the
ones that were considered and the reasoning behind every choice.

Flask/Django. Flask and Django are popular Python web frameworks used for building web appli-
cations. Flask is a lightweight, micro web framework that provides the essentials for web development,
while Django is a full-featured framework with built-in components for authentication, database man-
agement, and more. We have experience in both Flask and Django, but these frameworks add another
programming language to the project, which could complicate the process for new IGC developers.

Node.js. Node.js is an open-source, cross-platform runtime environment for executing JavaScript code
outside a web browser. It allows developers to build server-side applications using JavaScript, providing
a unified language for both client-side and server-side development. Node.js is known for its event-driven,
non-blocking I/O model, which makes it lightweight and efficient for handling concurrent requests. Given
our experience with Node.js, the wide community support, and the unified language approach, we chose
Node.js as the back end technology for the programming environment.

Express. Express is a minimal and flexible Node.js web application framework that provides a robust
set of features for building web and mobile applications. It offers a simple, unopinionated design that
allows developers to create APIs and web servers quickly and easily. Express is widely used in the Node.js
community due to its simplicity, performance, and extensibility. We chose Express as the back end
framework for the programming environment due to its lightweight nature, ease of use, and compatibility
with Node.js.
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Back End Libraries Used

The following is a list of every library used on the back end:

Table 4.2: All Dependencies for the Back End (Production + Dev)

Library Version Purpose / Need

async-mutex 0.5.0 Provides mutex/locking primitives for async usage.
body-parser 1.20.2 Parses incoming request bodies in Express.

cors 2.8.5 Enables Cross-Origin Resource Sharing in Express.
dotenv 16.4.5 Loads environment variables from a .env file.
dotenv-expand 11.0.6 Expands variable references in .env files.

express 4.19.2 Minimalist web framework for Node.js.

fs-extra 11.2.0 Extra filesystem methods beyond Node’s built-in fs.
shared file:../shared Local shared code for cross-project usage.

uuid 10.0.0 Generate UUIDs (v1, v4) per RFC4122.

nodemon 3.14 Auto-restarts Node app on file changes.

ts-morph 23.0.0 TypeScript compiler API wrapper for AST manipulation.
ts-node 10.9.2 Run TypeScript directly without pre-compiling.
typescript 5.4.5 TypeScript language and compiler.

4.1.4 Common Technologies

The following are technologies that are used in both the front end and back end:

TypeScript. TypeScript is a superset of JavaScript that adds static typing and other features to the
language. It helps developers catch errors early in the development process and improve code quality
by providing type-checking and code analysis tools. TypeScript transpiles to plain JavaScript, making
it compatible with existing JavaScript code and libraries. It is widely used in modern web development
projects due to its ability to catch run-time bugs through string typing.

ESLint. ESLint is a pluggable JavaScript linter that helps identify and fix problems in code. It
enforces coding standards, catches common errors, and improves code quality by analyzing JavaScript
and TypeScript code. ESLint is widely used in modern web development projects to maintain consistency,
readability, and best practices across codebases.

Prettier. Prettier is a code formatter that automatically formats code to ensure consistency and
readability. It supports various programming languages, including JavaScript, TypeScript, HTML, CSS,

and more. Prettier integrates with popular code editors and build tools, making it easy to enforce code
style conventions and improve collaboration in development teams.

4.2 Other Specifications

4.2.1 Directory Structure
The directory structure of the project is listed at fig. 4.1.
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(project directory)/
| .sessions/
| _example.igc/
| sessionl/

| executions/
L1/
configuration. json
metrics. json
state.pkl
std.err
std.out
| 2/
configuration. json
metrics. json
state.pkl
std.err
std.out
. _config.json
| _anotherSession/

| session.config.json
| test.igc/
Tﬁésionx/
session.config. json
| example.igc
| test.igc

Figure 4.1: IGC Directory Structure

4.2.2 IGC File

The IGC file is a JSON file that contains all the data of the graphical code representation for a particular
graph. There can be many IGC files in a project, each representing a different part of the project. The
basic IGC file is structured as follows:

{
"nodes": [...],
"edges": [...],
}

The nodes array contains all the nodes in the graph, and the edges array contains all the edges in
the graph. Since IGC uses ReactFlow, for simplicity’s sake, the node and edge objects are exactly the
same as the definitions from ReactFlow. This means that IGC would not have to recreate all the basic
functionality that ReactFlow provides and can instead use the objects directly.

An example of a node object is shown below:

{
"idq": "o", // Unique id of node
"type": "codeFragmentNode", // Type of node
"data": { // IGC specific data
"label": "Import Libraries",
"code": "import pandas as pd\nfrom datetime import datetime",

"metaNodeData": {
"dependencies": {
"variables": [],
"functions": [],
"classes": [],
"modules": [
"pandas",
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"datetime"
]
},
"new_definitions": {
"variables": [],
"functions": [],
"classes": []
}
}
},
"position": { // Position of node on graph
"x": -60.76447523242331,
"y": -117.91026780703368
},
"selected": false, // Whether the node is selected
"width": 154, // Width of node
"height": 84, // Height of node
"dragging": false // Whether the node is being dragged

}

The node above is a Code Fragment node. Since ReactFlow does not allow for custom attributes directly
in the object, all IGC-specific node attributes are stored in the generic data attribute. We can see that
the label attribute is the name of the node, the code attribute is the code that the node represents,
and the metaNodeData attribute is the IGC-specific analyzed data that is used for dependencies.

An example of an edge object is shown below:

{
"id": "execution-O-start>2", // Unique id of edge
"source": "start", // Source node id
"target": "2", // Target node id
"type": "ExecutionRelationship", // Type of edge
"data": { // IGC specific data

"label": "1"

}

}

The edge above is an FEzecution relationship. Similar to the node object, all IGC-specific edge attributes
are stored in the generic data attribute. We can see that the label attribute is the edge label which, in
this case, represents the execution number of a session.

4.2.3 Language Support

IGC attempts to be language agnostic meaning that it can be used with any programming language.
The implementation currently only supports Python, but the system is designed to be able to handle any
future language. Every REST API related to code execution and analysis requires a language parameter.
This parameter is used to determine which language the code is written in and how to handle it.

On the back end, the language parameter is checked with available language handlers. Since the
environment is a prototype and is still in its infancy stage, there is just a switch statement (only containing
Python), which then will point to a Python binary file on the system. Every user that wishes to use IGC
needs to customize IGC to point to the correct binary file for the language they wish to use. Currently,
the python path points to IncrGraph/languages/python/venv/bin/python. To import libraries, the
user has to manually go to the virtual environment at this path and install the necessary libraries.
This is a limitation of the current implementation, but in the future, the system will have a language
management system that will allow users to add, remove, and interact with languages as they wish. This
topic is important and is further discussed in section 6.3.1.

4.2.4 Execution and State Management

In traditional incremental programming environments, the state of the program is stored in memory
as an ongoing REPL instance. This allows for quick access to the state and fast execution of code.
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However, this approach has limitations when dealing with large projects, shareability, and exploratory
programming. As the state grows, the memory usage increases, leading to performance issues and
potential crashes. Additionally, the state is lost when the program is closed, requiring the user to re-
execute the code to restore the state. This can be time-consuming and frustrating, especially when
working on complex projects or debugging issues. With exploratory programming, having the execution
state saved in memory can lead to exponential growth as the user could potentially be branching into
different execution paths. This can quickly overwhelm the system and make it difficult to manage the
state effectively.

To address these challenges, IGC takes a different approach to execution and state management.
Instead of storing the state in memory, IGC saves the state to disk as files. This allows the state to
persist across sessions, enabling users to resume their work without losing progress. By saving the state
to disk, IGC can handle larger projects and exploratory programming as disk space is typically more
plentiful than memory. This also allows the user to export and share the state with others, which is
not possible with a pure memory-based system. The state files are stored in a structured format that
captures the configuration, metrics, and output of each execution step. All execution and state data
is located in the same directory as the IGC file under a directory named .sessions/<IGC File Name>
(the structure is shown above in fig. 4.1).

To be realistic, any approach to manage state with exploratory programming will lead to exponential
growth with every branch from the execution path. In the future, it would be beneficial to have a system
that can manage this growth effectively. This is further discussed in section 6.3.1.

Another issue is that every programming language has its own implementation of saving state and
execution management to the disk. In Python, this was done using the dill module (an improvement
of the pickle module), which is a module that serializes and deserializes Python objects. This is
something that would favor using a live memory REPL system, as the user would not have to worry
about the implementation of saving state to disk. This is further discussed in section 6.3.1.

4.2.5 Dependency Tree Creation

One feature of IGC is the ability to analyze code and extract a dependency tree from the code snippets.
IGC is a great environment to use when displaying these dependencies as it already is a graphical
structure that can display trees within the graph itself. The dependency tree is created by analyzing the
code of each node and determining the new definitions that the code creates and the dependencies that
the code uses. From this information, dependency relationships are created matching a new definition
to a dependency.

To extract the new definitions and dependencies, the code is analyzed using the Python AST (Ab-
stract Syntax Tree) module. The AST module parses the code and creates a tree structure that represents
the code’s syntax. The AST is then traversed to extract the necessary information for creating the depen-
dency tree. The new definitions are extracted by identifying variable, function, and class declarations in
the code. The dependencies are extracted by identifying variable, function, class, and module references
in the code.

The intention behind the dependency tree is to give the user more insight over what they are executing.
For example, if the user attempts to run a node that needs specific dependencies that have not been
executed, IGC could give the user a warning that the dependencies are missing. This is a feature that is
not yet implemented, but is a potential future feature that could be added to IGC.

One downfall of the current implementation is that the analysis code is specific to Python. Although
most languages have AST modules, the analysis code would need to be rewritten for each language.
This alone is already a problem since the analysis code is not trivial and would require a lot of work to
implement and ensure that it is correct. This is further discussed in section 6.3.1.

4.3 Front End Visualizations

4.3.1 File Explorer

The File Explorer is the far-most left column of the environment. It contains both the File Navigator
and the Session Manager. Below is a description of each component:
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File Navigator:

The File Navigator is responsible for file management and navigation. It allows the user to create new
files, open existing files, and navigate through the file system. The File Navigator is shown in fig. 4.2.

content C ®

CasST_Swauy_=.1gc

task_tracker.igc
task_tracker_final.igc
test.igc

testGraph.igc

Ereerel

test_IGC_files
ﬁ testGraph2.igc

ﬁ test_text_file.txt

Figure 4.2: File Navigator.

At the top portion of the file navigator (from left to right) are buttons to create a new file, create a
new directory, refresh the file navigator, and hide the entire file explorer. If a file or directory is right-
clicked, a context menu will appear with options to open, rename, copy, paste, delete, copy the path, or
copy the relative path.

Session Manager:

The Session Manager is responsible for all the sessions currently available in the current IGC file. It
allows the user to create new sessions, delete sessions, and set the primary session. The primary session
is the session that is currently being viewed by the user. The session manager also allows the user to
view the global configuration of everything that has been executed. The session manager is shown in
fig. 4.3.
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Session Configuration Session Configuration

Select Session Select Session
[ Select ] [ test 5 ]
No Configurations A

"x" :int 7

"Animal" : string "<class>"

"a" : int5

"b" : int 10

"c¢" : int 20

}

(a) Session manager on an IGC file (b) Session manager on an IGC file
that has no execution data. that has execution data.

Figure 4.3: Session Manager.

Sessions are essential to the environment as they allow the user to view the state of the project at
different points in time. This is especially useful when debugging or trying to understand the flow of the
project. For a particular session, the user can go through each Node that has been executed and view
the configuration at that point in time.

4.3.2 Graph Editor

The graph editor is the main component of the environment and is located in the middle of the screen.
It is where the user can view and manipulate the graph. The graph editor is divided into several
components:

Graph Toolbar:

At the top of the graph editor is the graph toolbar. From left to right, there are buttons to add a new
node, filter the relationships shown, re-execute the current session, debug (currently used to generate all
dependencies), and automatically navigate back to the origin of the graph.

Graph Container:

The graph container is where the graph is displayed. The graph is interactive and allows the user to
zoom in and out, pan around, and select nodes and edges. The graph is rendered using the ReactFlow
library, which provides a flexible and customizable API for building node-based applications. The graph
editor is shown in fig. 4.4.
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Graph Editor © ADDNODE = > H A

Animal

Animal

Animal.getName|

Figure 4.4: The Graph Editor.

(O]

React Flow

On the bottom left of the graph container is a zoom slider that allows the user to have granular
control to zoom in and out of the graph. On the bottom right of the graph container is a minimap of
the current view of the graph. This allows the user to see the entire graph at a glance and navigate to
different parts quickly.

4.3.3 File Editor

The file editor is on the right side of the environment. It is the container that displays all the IGC views.
By default, the General view is shown which contains the raw data of the file which is open. Views are
shown based on the usage of the environment. The view is dependent on the file selected in the file
navigator and any selections made in the graph container. The top toolbar serves as a way for the user
to interact with the view, such as executing code or checking the save status. Below the toolbar is the
view tab selector which displays all relevant views. As the visuals of the file editor are always changing,
section 4.3.6 will describe all the views that are currently available in IGC.

File Editor Toolbar Attachments:

The file editor toolbar contains components that can be attached to the view. The components are
attached based on the view that is currently being shown. Currently, there are two attachments:

Save Indicator:
The save indicator is a small circular icon. It indicates whether the file has been saved or not. If
the save indicator is green, the file has been saved. If the save indicator is orange, the file has not
been saved. Finally, if the save indicator is red, there was an error saving the file.

Execution Button:
The execution button is a play button icon. It is used to execute the code that is currently being
shown in the view. The execution button is only enabled when there is an active session in the
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IGC file and there is valid executable code (nonempty). If either of these conditions is not met,
the execution button will be disabled.

File Editor Tabs:

All views are ordered by a given weight defined by the views.
The following describes all of the components that are customizable and vary based on the application
state.

4.3.4 Nodes

Base Node
The default node includes the basic node rendering process that most nodes utilize (the Start Node
is an exception).

Code, Documentation, Graph Nodes
The foundational building blocks from which all other nodes are derived.

e Code Node is abstract—it cannot be instantiated directly, only inherited from (see Code
Fragment node).

e Documentation Node represents textual or descriptive content associated with another node.

e Graph Node is a fundamental type for representing graphs or graph-like structures.

Code Fragment Node
A concrete node derived from the abstract Code Node. It specifically represents a piece of code.

Start Node
A special, symbolic node representing the initial execution state. It can be considered to have a
“null” state. Any execution relationships begin at this node.

Abstract Class, Class, Interface, Library, Method Nodes
These belong to an object-oriented (OO) module and represent typical OO artifacts:

Abstract Class is a class that cannot be instantiated directly.

Class is a standard OO class type.

Interface defines a set of methods without implementations.

Library is a set of related classes, methods, or utilities that are typically imported.
Method is a callable function within a class.

4.3.5 Relationships:

Base Relationship
The default type of relationship (similar to the Base Node).
Documentation Relationship
Connects a Documentation Node to another node, signifying reference or annotation.
Execution Relationship
Establishes an execution path between nodes. Often created automatically when a node is executed.
Dependency Relationship
Symbolizes that one node depends on another for its execution. Often generated automatically if,
for instance, a node uses a variable defined elsewhere.
Inheritance, Overrides, and Method Relationships
These belong to the object-oriented module:

e Inheritance is used when a class extends another class.
e Overrides occurs when a subclass method overrides a method from its parent class.
e Method Relationship attaches a method node to a class node.

4.3.6 Views

Views are the primary way that the user interacts with and understands the environment. They are the
visual representations of the data that is stored in the IGC file. Views are dynamic and change based
on the state of the environment. Before describing the views, it is best to go over some commonly used
visual components that are used in the views:
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Documentation Display

The documentation display is a visual component that is used to display documentation. The
documentation itself comes from a documentation node/relationship combination directed at the
current node.

If there is no documentation, the documentation display will be empty with a “plus” icon. If
this icon is double-clicked, a new documentation node/relationship will be created and attached
to the current node, after which the corresponding documentation node will be opened in the
documentation view to allow the user to add documentation.

If there is documentation, the documentation display will show the relevant documentation in a
markdown format. If the documentation is double-clicked, the documentation view will be opened
with the corresponding documentation node.

Monaco Text Editor

The Monaco Text Editor is a visual component that is used to display text and code. It is a
code editor that is used in many popular code editors such as Visual Studio Code. The Monaco
Text Editor has many features such as syntax highlighting, code completion, basic linting, search
functionality, and more. The editor keeps track of history and allows the user to undo and redo
changes. When a file is opened in the file navigator, the editor automatically detects the file type
to provide the correct syntax highlighting and formatting.

Component Selector

The component selector is a visual component that is used to select a component to be displayed in
the view. It normally is available if a node and/or relationship is selected. If multiple nodes and/or
relationships are selected, the component selector will show the corresponding list of components to
choose from to mark as the active component the views will use. The component selector also has
a text field to set the name of the component. Next, there is a toggle to view and select the type
of component (node or relationship). Finally, there is a button to delete the selected component.

Figure 4.5 shows all the views that are currently available in IGC. The following are the descriptions
of each view:

Code Editor ® © Code Editor = > ©

FILE DATA EXPLORATORY VIEW CODE NODE VIEW PROJECTION VIEW

{
“nodes": [
{ .
P Print Hello World!
"type": "StartNode",
"data": {
‘ "label": "Start"
+
"position": {
x": 0,
"y": -100

1 print("Hello World!")

+
"positionAbsolute": {

"x": 0,

nyt: -100
+
"style": {

"cursor': "grab"
h
"width": 23, OUTPUT ERRORS  CONFIGURATION  METRICS
"height": 23, S
"selected": false,
"'draggable": false

Hello World!

"id": "e",
""type": "CodeFragmentNode",
"data": {
"label": "Test",
"codeData": {
"code": "print(\"Hello World!\

y Node

b . [ Code Fragment Node ]
"position": {
"x": -64.75317116643305,
uy": 33,3357835880654 Name
h
"selected": false, [ e ]
"width": 158,
"height": 88,
"positionAbsolute": {

"x": -64.75317116643305,

(a) The General View. (b) The Code View.
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Base
The base view is an abstract view that all other views inherit from. It contains the basic structure
of a view as well as capturing which components to trigger the view to display.

General
The general view is the default view that is shown when a file is opened. It contains all the raw
text of the file. Most of the space in the view is taken up by the Monaco Text Editor to display the
text or code. The general view is shown in fig. 4.5a. This view is useful for also viewing non-1GC
files such as native code files. The general view attaches the Save Indicator visual component to
the view.

Code Node
The code view is a view that is shown when a code node is selected and is shown in fig. 4.5b.
The code node view consists of the documentation display, the Monaco Text Editor, and the
component selector. The code node view attaches the Save Indicator and the FEzecution Button
visual component to the view.
If a code node is executed, it will have a tabbed code output visual component. The tabbed code
output has four tabs: Output, Errors, Configuration, and Metrics. The Output tab shows the
standard output of the code that was executed. The FErrors tab shows the standard error of the
execution. The Configuration tab shows the configuration of the code that was executed as well as
any configuration that was present before. The Metrics tab shows the metrics of the code that was
executed, such as execution duration and the session ID of the session the execution was attached
to.

Code Editor ® Code Editor » ®

DOCUMENTATION NODE VIEW SRR INGDEMEW

1 # Print Hello World! o ‘ + ‘

File

‘ /Users/maxboksem/Documents/Master's Thesis/M [ﬂj

Session

{ TestCycle ]

Session Info

Session ID: I
TestCycle

Last Updated:
10/1/2024, 3:43:40 PM

Node Node

[ Select J [ Graph Node ]

Name Name

{ Documentation } [ Node 18 ]
(¢) The Documentation View. (d) The Graph View.

Documentation Node:
The documentation view is a view that is shown when a documentation node is selected and is
shown in fig. 4.5c. The documentation view consists of a Monaco Text Editor and the component
selector. The documentation view attaches the Save Indicator visual component to the view.
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Graph Node:
The graph view is a view that is shown when a graph node is selected and is shown in fig. 4.5d. The
graph node view has a documentation display, a graph selector visual component, and a component
selector. The graph view attaches the Execution Button visual component to the view.
The graph selector visual component consists of three main sections: the file selector, the session
dropdown, and the session info display. The file selector allows the user to input a path to an IGC
file to import the graph. This can either be a relative or an absolute path. After the IGC file is
specified, the session dropdown allows the user to select a session to import. These sessions are
automatically detected from the userdata of the IGC file. The session info display shows the data
of the session that is currently selected. This includes the session ID, when the session was last
updated, and the execution path (given by node IDs) in the session.

Projection:
The projection view is a view that is shown when a code node is selected and is shown in fig. 4.5e.
The main content of the projection view is a projection type dropdown, documentation and code
toggle buttons, and the projection itself. There are three types of projections: FExecution, De-
pendency, and Class. If the dependency projection is selected, there will be another dropdown to
select the specific dependency the user wants to see. Much of this view is discussed in case study
2 (section 5.2) about code/documentation projections.

Exploratory:
The exploratory view is a view that is shown as a default view (when no components are selected)
and is shown in fig. 4.5f. The exploratory view is a view that is used to sessions. The only content
is a Viz-Network graph (tree) that shows the current session indicated by red nodes. The tree
shows the path that each session takes and what nodes are executed in each session. The tree is
also useful to see where sessions overlap and where they diverge.
When right-clicking on a node, a context menu will appear with options to create new sessions. If a
node of the current session is right-clicked, the context menu will have four options”: “Start Session
From Here”, “Insert Before Node”, “Replace Node”, and “Insert After Node”. If the node is not
of the current session, the context menu will only show the option to “Start Session From Here”.
The “Start Session From Here” option will create a new session that starts from the selected node.
The “Insert Before Node” option will create a new session identical to the current session but it
will insert a new node before the selected node. Once the button is pressed, all nodes will have a
green highlight indicating to the user to select the node they want to insert before. The “Replace
Node” option will create a new session and replace the selected node with a new node (similar
node selection process as “Insert Before Node”). The “Insert After Node” option will create a new
session and insert a new node after the selected node (similar node selection process as “Insert
Before Node”). Much of this view is discussed in case study 4 (section 5.4) about exploratory
programming GUI.

7Some options will not show depending if it is the first or last node.
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Figure 4.5: All the current views of IGC.

4.3.7 Custom IGC Components

Note: The next section contains some overlapping terminology. Normally, the term “component” is used
in two different contexts: IGC specific components and visual react components, however, this section
uses the term which can be used in both contexts. This is because this section discusses the creation of
custom IGC components, which are visual react components. A distinction will be made when necessary.

Extensibility is a key factor considered throughout the development process of IGC. The environment
needed to allow users to create custom IGC components that were not part of the default set. This is
especially important as the environment is designed to be used in a variety of programming environments
and languages. Custom IGC components are handled in a registry system. The registry system keeps
track of all directories that potentially contain custom IGC components defined by the user. In the
context of IGC, these directories are also known as “Modules”.The registry system is handled by the
“Add-On Manager” visual component (mentioned in section 4.3.8). In short, the Add-On Manager allows
the user to add, remove, and disable modules from the registry.

Initially, the plan was to use inheritance to create custom IGC components. This would be simple
as the user would only have to inherit the component or building block they wanted to extend and then
override the necessary methods. However, this approach was not feasible because of the way ReactFlow
and React prioritize composition instead of inheritance (this issue is discussed in section 6.3.3). Instead
of using direct inheritance, the user can use a mixture of “sudo-inheritance” and composition to create
custom IGC components.

To create a custom IGC component, the user firsts creates a directory to use a workspace. This
directory will be the path of the module IGC will import to the registry. The user can make a npm
package allowing them to import custom react components or libraries to use in their component. The
user can then create a new javascript or typescript file in the workspace directory that will contain the
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custom IGC component. Next, the user will import the custom IGC library, which contains basic types
and functions to link the component back to IGC. To create a component (node or relationship), the user
simply needs to use the createComponent function from the IGC library. The following is an example
of how you would create a custom node component:

import BaseNode, { IGCNodeProps } from "@/IGCItems/nodes/BaseNode";
import { createComponent } from "@/utils/componentCache";

const TestNodeComponent: IGCNodeProps = ( props ) => (

)

<BaseNode {...props} data={{
...props.data,
backgroundColor: TestNode.color

}}/>

const TestNode = createComponent (

)

TestNodeComponent,

"TestNode",

"Test Node",

{
color: '"cyan",
parentComponent: BaseNode,
settable: true,
abstract: false,
type: "node",

},

export default TestNode;

Let us break down the code above:

1. Imports the necessary types and the createComponent function. Since we are creating a node, we

import the IGCNodeProps type. The BaseNode component is also imported as it is a typical node
rendered view that most nodes use, however, it is not necessary to use it.

. Creates the outline of a new component that will be used to render the custom IGC component.

It is important to note that the component is of type IGCNodeProps. The equivalent of this for a
relationship or view is IGCRelationshipProps and IGCViewProps, respectively. The component
returns the BaseNode component to render.

. Uses the createComponent function as a wrapper to make the actual custom IGC component.

The function takes in the rendering component, the component’s unique key for the registry, the
human-readable name of the component, and optional parameters of the component. The optional
parameters of the component are important as they allow the user to set the color of the component,
the parent component (in this case BaseNode is the most basic node), if the component is settable
(if the type can be changed by the user), if the component is abstract (displayable or only used for
inheritance), and what type the component is.

There are two things to note. Firstly, the type of the component will be inferred by the parent
component if specified. If neither the parent component nor the type optional parameter is specified,
IGC will throw an error. Secondly, createComponent cannot be used to create views. This is
handled by the function createView which takes in the view rendering component, the view unique
key for the registry, the human-readable name of the view, the list of components (nodes and/or
relationships) that the view will appear for (if empty, the view will be a general view), the weight
of the view (lower weight means the view will appear first), and some optional parameters. The
optional parameters are the parent view and whether the view is abstract or not.

. Finally, the component is exported to be used in the module. This step is important as the

component will not be available to use in the environment if it is not exported.

That is everything that is needed to create a custom IGC component. The user can create as many
custom components as they wish inside of a module. IGC will automatically and dynamically look at all
the source files and detect which components are usable based on the types of the exported components.
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The user can then import the module to the registry and the component(s) will be available to use in
the environment.

If the user wishes to create a user-friendly name for the module, they can create a igc.module. json
file in the module directory. The igc.module. json file will contain the following:

{
"name": "<Example Module Name>"

}

4.3.8 Hidden Menu Components

There are a few key visual components that are not actively visible in the environment but are used to
provide functionality to the user. These are the Add-On Manager and the Project Info visual components.
The Add-On Manager is used to manage the modules that are in the registry. The Project Info component
is used to display the information of the current project. Below is a description of each component:

=l
AddOnManager X
IA]I c ©0
Nodes Relationships Views
BaseRelationship
CodeNodeView
Gasshioce DependencyRelationship
ExploratoryView
CodefragmentNode DocumentationRelationship
: GeneralTextView
Documentationhode | ExecutionRelationship
. GraphMNodeView
Grepoce InheritanceRelationship
DocumentationNodeView

ProjectionView

Figure 4.6: Add-On Manager.

Add-On Manager

The Add-On Manager is a visual component that is used to manage the modules in the registry. It is
accessed by clicking the “Manage Add-ons” button under the file dropdown menu on the navigation bar.
The Add-On Manager is shown in fig. 4.6. The main content displays all the IGC components from all
modules that are currently in the registry. The components are separated into three columns: nodes,
relationships, and views. The user can select any component and choose to enable or disable it. This
is saved in the cache so the user does not have to re-enable or disable the component every time they
open the environment. Above the main content from left to right is the module dropdown selector, the
refresh modules button, the module info button, the add module button, and the delete module button.
The module dropdown selector allows the user to select a module to view the associated components.
By default, an aggregation of all modules is shown in the “All” module (the user is not able to delete
this aggregation module). If the module has a igc.module. json file, the name from this file will be used
in the dropdown selector. The refresh modules button will refresh the modules and their status in the
registry. The module-info button will show the information of the module that is currently selected. The
add module button will allow the user to add a new module to the registry. This will open a directory
selector dialog for the user to select. The delete module button will allow the user to delete the module
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that is currently selected. The Add-On Manager is a key visual component as it allows the user to
manage the components that are available to use in the environment.

The Add-On Manager is an essential visual component for extensibility. It is the interface that allows
the user to add and manage any custom modules and IGC components the user might want to create.

Project Info

The Project Info component is a visual component that is used to display the information of the current
IGC file. The Project Info visual component is accessed by clicking the “Project Info” button on the
navigation bar.

Project Info

Time Worked
0 hours

Number of Nodes
16

SLOC
33

Light Mode @

Figure 4.7: Project Info.

Currently, there are three metrics that are displayed: Time Worked, Number of Nodes, and SLOC.
The Time Worked metric is the total time the user has spent working on the IGC file, however, this
metric is still running into issues. The Number of Nodes metric is the total number of nodes that are
in the current IGC file. The SLOC metric is the total number of source lines of code that are in the
current IGC file. At the very bottom of the Project Info visual component is a button to change the
color scheme between “light mode” and “dark mode”. By default, the color scheme is matched to the
user’s operating system color scheme (more info in section 4.3.9). The Project Info component is shown
in fig. 4.7.

4.3.9 Styling

The styling of IGC was handled either from native Material-UI components or custom CSS. The custom
CSS styling was mostly all done using CSS modules. CSS modules are a way to locally scope CSS by
automatically creating unique class names. This is done by creating a CSS file with the same name as
the component file and then importing the CSS file into the component file. The CSS file will then be
automatically scoped to the component file. This is useful as it prevents CSS class name collisions and
makes it easier to maintain the CSS.

Specifics of the styling choices are discussed below:
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Color Scheme

IGC has two color schemes: light and dark mode. Originally, IGC was only developed using a dark
theme as we wanted to natively follow the trend where more websites use this color scheme. The claim
is that dark themes lower the strain on the user’s eyes [56]. However, as the project grew, it was clear
that the dark background looked too harsh when sharing images with a default light theme.

@ Incremental Graph Code (IGC) = FILE = EDIT (@ PROJECT INFO
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Figure 4.8: IGC in light theme.

To compromise, both light and dark themes are available to the user. By default, the user’s color
scheme is set by the operating system color scheme (if this fails, the light color scheme is selected). This
selection can always be changed as there is a switch at the bottom of the Project Info visual component.
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Figure 4.9: IGC in dark theme.

During the development of the webpage, the Web Content Accessibility Guidelines (WCAG) [57] were
considered to ensure an inclusive user experience. While the design does not strictly adhere to every
guideline, special attention was given to try to have distinct color contrasts and appropriate text sizes
throughout the application. The goal was to strike a balance between aesthetic appeal and accessibility,
ensuring that key elements remain easily distinguishable for users with varying visual capabilities.

The color schemes are created through two central mechanisms. The first uses CSS injection. This
evolves creating general CSS variables along with theme-equivalent versions. For example, the following:
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{
mainBackgroundColorLight: "#f0£f0f0",
mainBackgroundColorDark: "#lelele",
mainBackgroundColor: "var (--mainBackgroundColorLight)",
}

Then, to change the color scheme, we set the general CSS values to their corresponding theme on a
color scheme change event. This CSS inject works fine and it consolidates all color scheme colors inside
variables located in one CSS file. On the negative side, it is a bit of a ‘hack’ that relies on dynamically
changing CSS variables which can be a bit slow and can cause some flickering. All static colors are
defined in IncrGraph/frontend/src/styles/constants.ts.

The second mechanism is through the use of the Material-Ul library. IGC uses many Material-UI
pre-built components that follow the Material Design guidelines. Material-UI has a built-in theming
system that allows the user to create custom themes and apply them to the components. Two themes
were created: one for light mode and one for dark mode. Then, from the constants color file, the colors
are applied to the themes. The themes are then loaded into the Material-UI theme provider which is
wrapped around the entire application. The theme that is passed is determined by a variable inside the
Zustand data store as it is accessible throughout the entire application. This method is normally much
faster and more reliable than the CSS injection method.

Layout

The layout of IGC is designed to be flexible and responsive. The environment is divided into three main
columns between the navigation bar and the footer. Each column is meant to have its own independent
purpose and have its own sub-navigation bar. Each column can be resized by dragging the column lines
left and right. The user can also hide a column by clicking the hide (eye) icon. The navigation bar is at
the top of the environment and contains all the main environment actions that the user can take. The
footer is at the bottom of the environment.

Material-UT is used to create much of the layout and components of IGC. These components were
used as many are responsive, modern-looking with a lot of functionality, and highly customizable. The
layout is responsive to the screen size making sure that the interface looks almost the same for every
user. Many of the sizes are set by variables inside the constants file. This makes it easy to quickly change
and experiment to get the view just right.

Icons

Besides the IGC specific icons that were created and designed for the environment, like the logo, Material-
UI icons were used throughout IGC. Material-UI has a large selection of icons that are free to use and
are designed to be used in modern web applications. The Material-UI icons are used in buttons, tabs,
and other components that require an icon.

4.4 Back End / APIs

The back end of IGC is very simple compared to most full-stack applications. The entire application
does not use a database system; instead, it opts to use file-based data. This is the case for many
programming environments such as Visual Studio Code or Eclipse, which allows the user to send the
entire state of a project through the transfer of files. IGC currently has two general routes that each
serve their own distinct purpose: File Operations (everything to do with manipulating files) and Code
Analysis / Execution (everything to do with code).

The following are all the APIs that are used throughout IGC:
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Route Endpoint Method Description

/code-handler  /execute POST Executes a code fragment and attaches it to a
given session.

/code-handler  /execute-many POST Executes multiple code fragments and at-
taches them to a given session.

/code-handler  /analyze POST Analyzes a code fragment.

/file-explorer  /file-tree GET Gets the file directory tree from a specific
path.

/file-explorer  /file-exists GET Checks if a file exists at a specific path.

/file-explorer  /file-content GET Gets the content of a file at a specific path.

/file-explorer  /rename PUT Renames a file at a specific path.

/file-explorer  /copy POST Copies a file to a new location.

/file-explorer  /delete DELETE Deletes a file at a specific path.

/file-explorer  /new-file POST Creates a new file at a specific path.

/file-explorer  /new-igc-file POST Creates a new IGC file at a specific path.

/file-explorer  /new-directory POST Creates a new directory at a specific path.

/file-explorer ~ /module POST Adds a module to the IGC registry.

/file-explorer  /module DELETE Removes a module from the IGC registry.

/file-explorer  /find-components GET Finds all components in every module in the
registry.

/file-explorer  /session-data GET Gets the data of a session.

/file-explorer  /session-data-node DELETE Removes a node’s execution “contribution” in
all sessions.

/file-explorer  /session-data-execution DELETE Removes an execution’s “contribution” in all
sessions.

/file-explorer  /primary-session POST Sets the primary session.

/file-explorer  /session POST Creates a new session.

/file-explorer  /session DELETE Deletes a session.

Table 4.3: Example API Routes
There are two main routes that are used in the back end of IGC: /code-handler and /file-explorer.

4.4.1 Code Analysis / Execution

The /code-handler route is used for all code-related operations. This includes executing code, analyzing
code, and managing the code execution sessions. The route has three main endpoints: /execute, /execute-
many, and /analyze. All of these endpoints takes in a language string that corresponds to a language
binary (described in section 4.2.3). The /execute endpoint is used to execute a single code fragment and
attach it to a session. Similarly, the /execute-many endpoint is used to execute multiple code fragments
and attach them to a session. The /analyze endpoint is used to analyze a code fragment and return the
results offering information such as dependencies and the new definitions that are defined by the code.

4.4.2 File Operations

The /file-explorer route is responsible for handling all file-related operations within the IGC environment.
This includes tasks such as navigating the file system, creating, renaming, copying, and deleting files and
directories, as well as managing custom modules and session data.

To interact with the file system, the route provides several endpoints that allow users to perform
various operations. For example, the /file-tree endpoint retrieves the directory tree structure from a
specified path. There are several other endpoints that handle file content retrieval, renaming, copying,
deletion, and creation. All these endpoints are key for the functionality of the file explorer component.

To interact with custom IGC components or modules, the route provides endpoints for adding and
removing modules from the IGC registry. This registry stores information about all the components
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available in the environment, allowing users to access and utilize them in their projects. The /find-
components endpoint retrieves all components from the paths listed in the registry. Normally this will
only happen on startup of IGC or when refreshing/updating the registry.

The route also manages session data, which includes information about the code execution sessions in
the environment. The /session-data endpoint retrieves the data of a specific session, while the /session-
data-node and /session-data-execution endpoints handle when a node or relationship ever gets removed
from the project. IGC is smart enough to automatically detect which sessions would be affected by the
deletion, and recreate them accordingly. The /primary-session endpoint sets the primary session, and
the /session endpoint creates or deletes a session as needed.

4.4.3 Electron Specific Functionality

The Electron-specific functionality is used only very sparsely. In particular, there is only one function
that is used in the entire application. This function is used to open a file dialog box that allows the
user to select a file or directory. This function is used to allow a user to open a project or to select a
directory to save a project. This function is also used in the Add-On Manager to allow the user to select
a package to add to the registry. This was needed as there is no way to access the file system in a web
application due to security reasons. This was the only way to get around this limitation. In Electron
lingo, a context bridge is used to allow the renderer process to communicate with the main process. This
is done by using the ipcRenderer and ipcMain modules in Electron. The context bridge is used to expose
the dialog function to the renderer process, allowing the user to interact with the file system.

4.5 Application Diagrams

Main Codebases Front End Codebase Shared Codebase Back End Codebase ‘
Standalone . ’ x"-l
Servers Instances
L 4
' Electran
Electon ) Codebase

Packaged Electron
Application

Figure 4.10: The figure shows the process that each project takes to actually run. A
server/application is represented by a circle. For development, most of the time, we just
need to run the front end (Vite) and back end (Node) servers on a local environment.
Electron is more complicated. Internally, Electron recreates these local servers and attaches
some procedures to allow the front end to access the user’s system. After which, all the
processes get packaged and distributed into an application native to the OS specified.
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Figure 4.11: Application diagram showing the data flow between different key components.
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4.6 Software Development Practices

To maintain a high level of code quality

and ensure the project’s success, several software development

practices were followed throughout the development of IGC. The following sections detail the practices

followed in each of these areas. fig. 4.12.
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Figure 4.12: Git-Flow branching system. Diagram created by Vincent Driessen [58].

4.6.1 General Practices

To ensure code is standardized and consistent, ESLint and Prettier were used. ESLint is a static code

analysis tool that checks for errors and

enforces coding standards. Prettier is a code formatter that
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automatically formats code to a consistent style. Both tools were configured to run automatically on
save in the code editor to ensure that all code adheres to the defined standards. To see the structure rules
that were used, see the .eslintrc.base.json (for base structure), .eslintrc. json (for module-specific
structure), and .prettierrc. json files in the root of the project roots.

To ensure potential sensitive data is not leaked, the .gitignore file was used to exclude certain
files and directories from being committed to the repository. This includes the .env file, which contains
sensitive information such as back end and front end server information. A template .env_example file
is provided to guide users on what information is required. Many cloud services have ways to emulate
this .env file. This means if IGC ever gets deployed to a cloud service, the user can easily set up the
environment variables.

Modularity was a key focus throughout the development process. The project was divided into
separate modules, each with its own distinct purpose. The modules are front end (for all visuals), back
end (for all APIs), electron (for all electron-specific functionality), and shared (for all shared code between
the front end and back end). This modular approach allowed for better organization of the codebase and
made it easier to manage and maintain the project. The use of modules also made it easier to add new
features and functionality to the project without affecting other parts of the codebase.

The shared module contains all shared code and types between the other modules. Since all modules
are written in TypeScript, the shared module contains all the types that are used throughout the entire
project. Making sure all code is not reused is an essential software engineering practice. It ensures that
changes only need to be made in one place and that the code is consistent across the entire project.

4.6.2 Version Control and Management

Throughout the development of IGC, git was used as the version control system through Github. GitHub
provides a platform for hosting code repositories and managing the Git version control system. The
development strategy was inspired by the Git-Flow branching system [58]. It is used to manage the
different branches and ensure that changes are properly tested before being merged into the main branch.
The Git-Flow branching system is a branching model that defines a strict branching structure designed
to facilitate parallel development and release management. The model consists of two main branches:
the main branch and the develop branch. The main branch contains the official release history, while the
develop branch contains the latest development changes. Feature branches are created off the develop
branch for new features, and release branches are created off the develop branch for preparing a new
release. Hotfix branches are created off the main branch to fix critical bugs in the production release.
Although not strictly enforced as there was only one developer, the Git-Flow branching system helped
ensure that changes were properly tested and reviewed before being merged into the main branch,
reducing the risk of introducing bugs or breaking changes. The Git-Flow branching system is shown in

4.6.3 Feature Realization and Implementation

Since the project is fairly grand in scale, an ongoing question was posed: “where to start?” To answer
this question, the project was broken down into the smaller requirements that were defined in the design
phase. A set of issues were created for each requirement, trying to capture all the necessary work
that needed to be done to complete the requirement. Each issue was labeled with the corresponding
requirement label. This allowed for easy tracking of the progress of each requirement and ensured that
all requirements were completed before moving on to the next phase. As the project grew, new issues
were created to address any issues or introduce new features. This process was repeated throughout the
development process. The labels used on the sprint board are shown in fig. 4.13.

We manage our development tasks using a sprint board with columns for Backlog, Ready, In Progress,
In Review, and Done. Rather than working in time-boxed sprints, we let tasks flow through these stages
on a continuous basis. When a new feature request or bug fix comes up, we add it directly to the Backlog.
We order all tasks in terms of priority. Once we are confident about scope, priority, and believe that it
can be accomplished in the present state of IGC, we move it to Ready. At this point, we will pick it up
for development and mark it as In Progress. As soon as we finish coding and basic validation, we move
it to In Review for a final check, even if it is just us confirming that the change meets the requirement.
Finally, we mark the task Done once we have verified and merged it into the development branch. The
sprint board is shown in fig. 4.14.

Because there is no strict end date to any “sprint,” this approach resembles a Kanban system more
than a traditional Scrum cycle. We inject new work as needed without waiting for a formal sprint
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23 labels

Basic Essentials
bug
*Code Arc tural \ lization

*Complexity Management

duplicate

enhancemant

*E

*File Management

*IDE-Lil s

*Incremental Programming Features
Large

Medium

old

story

Figure 4.13: All labels used on the sprint board. Labels that reference a design requirement
are prefixed with “*”,

boundary, which helps us stay flexible when priorities change. However, we do not conduct sprint
retrospectives or time-bound planning sessions the way you might in Scrum. The development process
is simple, adaptive, and focuses on a steady flow of tasks from backlog to completion.

5 @MaxMB15's Sprints
[ Backiog '~ [ Priority board items [ Roadmap B In review
= Filter by

Backlog stimat 0 . o In progress 1/ o0 Inreview 2/5 | Estimate:

This item hasn't e his is actively being worked ¢ This item is in review

Track user data Version tracking Infer Node Types File Navigator buttons Custom Nodes/Relationships

SE-Master-Project #4 7 MSc-SE-Masts ct # E: @M

Export to Notebook Make projectional views editable Conistency between different OS/Hardware IGC File creation
Testing

oject #39 < @ ws:

Convert to Text-based environment Output shown on projectional view Create groupings of Nodes

aster-F Om Master-Proj
Label Node Import outside graph/data
Documentation Nodes rework Load session data

Analyzation tools

Figure 4.14: Sprint board with tasks/issues.

4.6.4 Code Organization

The codebase is organized into four main modules: frontend, backend, electron, and shared. Each module
was carefully structured to ensure that the code was organized and easy to maintain. Below is a brief
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overview of each module:

Front End

Below is the frontend directory structure (fig. 4.15). The frontend module is the largest module in
the project and contains the majority of the codebase. The frontend module is divided into several
subdirectories, each containing code specific to its purpose. One thing to note is the structure of visual
components. Each visual component has three files: the component code, the CSS module styling, and
an index.tsx symlink pointing to the component code file. The symlink is created to remove redundant
import statements. For example, without index.tsx symlink for the example listed in the directory
structure, the import for “AddOnManager” would be @components/AddOnManager/AddOnManager. As
we see, the visual component name is duplicated. We can avoid this by putting the code inside an
index.tsx file, but then, throughout development, all files open will have the same index.tsx name.
The symlink is a good compromise as it allows for a clean import statement and a clean file structure.
Another strategy to reduce import names was the use of aliases for commonly used paths. For example,
@components/ is an alias for the frontend/src/components directory. This allows for cleaner and more
concise import statements.

IncrGraph/
| frontend/
| node_modules/ (Dependency modules installed by npm)
| _public/ (Public assets served directly)
| src/
assets/ (Images, fonts, etc.)
components/ (Visual components)
AddOnManager/
AddOnManager .module.css (CSS Module for Add-On Manager)
AddOnManager.tsx (Add-On Manager component)
index.tsx (Symlink to ./AddOnManager.tsx)

hooks/ (Custom React hooks for shared logic)
IGCItems/ (IGC Components)
nodes/
relationships/
views/
requests/ (For API requests)
store/ (Zustand store)
styles/ (Main Styles)
types/ (Front end Specific types)
utils/ (Utility functions)
index.css
main.tsx
| .eslintrc.json
, .gitignore
| index.html
, package-lock. json
| package.json
|  README.md
, tsconfig.json
| vite-env.d.ts
. vite.config.ts

Figure 4.15: Front End Directory Structure

Back End

The back end directory structure is shown in fig. 4.16. The back end module is fairly simple. The key files
are the index.ts file, which is the main entry point for the back end, and the routes directory, which

o7



CHAPTER 4. IMPLEMENTATION

contains all the API routes. Language-specific scripts are stored in the scripts/<language> directory
(python is currently available).

IncrGraph/
| backend/
node modules/ (Dependency modules installed by npm)
src/
routes/ (API routes)
t:code—handler.ts (Code related API routes)
file-explorer.ts (File related API routes)
scripts/

ython/
f)analyzecode.py (Python-related code analysis)
analyze_code.test.py (Python-related code analysis unit tests)
utils/ (Utility functions)
index.ts (Main entry point)
README.md
.eslintrc. json
.gitignore
cache. json
nodemon. json
package-lock. json
package. json
tsconfig. json

Figure 4.16: Back End Directory Structure

Electron

The electron directory structure is shown in fig. 4.17. The key files are the main.ts file, which is the
main entry point for Electron, and the preload.ts file, which is the preload script for Electron that
adds functionality such as opening up the user’s directory selector dialog. The dist directory contains
the compiled Electron application images for different platforms.

IncrGraph/

| electron/
assets/ (Electron assets such as logos)
node_modules/ (Dependency modules installed by npm)
src/
t:main.ts (Main entry point for Electron)

preload.ts (Preload script for Electron)

.gitignore
package-lock. json
package. json
tsconfig.json

| dist/ (Compiled Electron Application Images)
mac/

Figure 4.17: Electron Directory Structure

Shared

The shared directory structure is shown in fig. 4.18. The shared module contains all shared code between
the front end, back end and electron. This includes shared types, utility functions, and the main entry
point that links all the files together. It is important to know what other modules only access the dist/
directory in the shared module. This means if any changes occur in the shared module, the shared
module must be recompiled and the other modules must be restarted.
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IncrGraph/
| shared/
dist/
node_modules/
src/
types/ (Shared types)
index.ts (Main entry point that links all files together)
logger.ts (Logger utility)
utils.ts (Utility functions)
package-lock. json
package. json
tsconfig. json

Figure 4.18: Shared Directory Structure within the IncrGraph Project

4.6.5 Testing

As this project was never regularly published in a central, online space, most of the testing was done
manually in a local environment. This was done by running the application and testing the functionality
to ensure that it worked as expected. The front end was tested by running the application and interacting
with the visual components to ensure that they worked as expected. The back end was tested by sending
requests to the API routes and checking that the responses were correct. The Electron module was tested
by running the compiled application and checking that the Electron functionality worked as expected.
The shared module was tested by running the frontend and backend modules and checking that the
shared code worked as expected.

Overall, the testing process was fairly informal and, in retrospect, insufficient for the long term. In
the future, more formal, automated testing processes should be implemented, such as using selenium for
the front end and Newman / Postman unit testing for the back end. Both these methods would work
great with GitHub actions. The testing could run before a feature pull request gets merged into the
development or main branches. This would ensure that the code is always working as expected and that
new features do not break existing functionality.

The following describes the few testing practices that were used throughout the development of IGC:

Unit Testing

Unit testing was used to ensure the Python analysis scripts were working as expected. The unit tests
were written using the built-in Python unittest module. The tests were run before any changes were
made to the code to ensure that the code was working as expected. The tests were also run after any
changes were made to the code to ensure that the changes did not break the code. The unit tests ensured
that the analysis scripts were working as expected.

Logging

The Winston module was used for any logging in both the back end and electron. The logging module
is defined in the shared module so every system is able to use it. The logging module was used to log
any errors or information that needed to be logged. Logging was an important part of the development
process as it allowed for easy debugging and monitoring of the application if there were any issues. On
the front end, the console was used for logging as it was the easiest way to log information.

4.6.6 Documentation

There is not much to mention about the documentation. Where applicable, documentation would be
written in the code itself. This would be done sometimes using JSDoc comments for TypeScript code
and docstrings for Python code. Other times, simple comments were used to make sure that future
developers understood the purpose of the code. The README file was used to provide an overview of
the project and how to run the project.
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4.7 Miscellaneous

The following are some miscellaneous topics that are important to mention but did not fit into any of
the other sections.

4.7.1 Code Templating

To help guild the user of IGC, code templating was used when creating nodes. When a new node is
created, a template option is automatically shown and, if selected, generated based on the node type.
This template is then displayed in the code editor for the user to edit. The template is generated using a
code template file that contains the templates for each node type. This template file is expandable and
can be easily modified to add new templates or modify existing ones.

1
[]1Abstract Class
[[]1Abstract Class (Without Docstrings)

["]Abstract Method 1 @classmethod

[ Abstract Method (Without Docstrings) 2 def method namd(cls' args):

[ ] Accessor Method o =

[] Accessor Method (Without Docstrings) 3

[] Class 4 Method docstring

[[1Class (Without Docstrings) -

5

["1Class Method (Without Docstrings) 5|

[_] Constructor Method 6 pas

[_] Constructor Method (Without Docstrings)
(a) Template options when creating a new (b) Template shown when clicking on “Class
method node. Method” option.

4.7.2 Text Editor History

The Monaco text editor history is a feature that allows the user to undo and redo changes made to the
code editor. It is fairly common that the code editor will have to change between the code of different
nodes. Normally, when the editor dismounts (not rendered), the code is lost. We can always load back
the code, but then the user cannot undo or redo changes that they made in the past. To solve this, we
initially stored the editor state in a cache as well as a “last edited” datetime object to the file so that we
could tell if the file was ever edited externally. If it was edited externally, we would ask the user what
version they would like to keep. The caching system came with complications as potentially the cache
would be overriden by opening the same node in a different editor (potentially on another instance of
IGC). To solve this, we recreated the history tracking system. We instead use a system where every file
(and node) has a unique identifier that is stored in a Monaco internal storage. This unique identifier is
then used to pull data if the editor is ever remounted. This system is much more reliable and does not
have the same issues as the cache system.

4.7.3 Relationship Edge Path calculations

When drawing multiple edges between nodes, it is important to prevent edges from overlapping. Overlap-
ping edges can obscure the structure of the graph, making it difficult for readers to follow the connections.
We introduce two custom pathing algorithms to prevent intersections of edges at least for relationships
generated from the same two nodes. We are unable to prevent intersections between relationships be-
tween different nodes as it is impossible for some graphs to prevent all intersections between edges.
Realizing this goal in general is an NP-hard problem [59], and, for some graphs, is even undecidable [60].

Offset Calculations

A general formula for the offsets for two distinct nodes, with spacing d (50 pixels currently), is:

n—1
2

offsetiz(i— )-d, i=0,1,...,n—1.

Figure 4.20 below illustrates the concept of offset values used to visually separate multiple edges that
connect the same pair of nodes. Instead of drawing all edges directly along the line connecting the two
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nodes, we assign each edge an offset value. This offset is applied along a perpendicular line passing
through the midpoint of the two nodes, ensuring that each edge is drawn at a unique position, equally
spaced from the other edges, no matter the orientation. As a result, even when multiple edges connect
the same nodes, each edge can be clearly distinguishable, helping with the readability and reducing visual
clutter.

Offset-Based Multi-Edge Layout

100
@ 75px @® N_source, N_target
—=— Line between nodes
80 «==-  Perpendicular line at M
®50px ® Midpoint (M)
60 — N=2 edges
40
5
20 A
O -
source nodée
—20 - 8 -50px
—40 A I'.-?pr
T T T T T

- T T
-50 =25 0 25 50 75 100 125 150

Figure 4.20: Demonstration of using offsets to avoid overlapping edges. Two nodes N,y ce
and Ni,rge+ are connected by two edges. By placing offset points along the perpendicular
line through the midpoint M, each edge is routed differently. For n = 2, the offsets are
symmetrically placed at +25px.

These offsets are chosen symmetrically around the midpoint so that their average remains at zero.
By using a consistent spacing and distributing the offsets evenly no matter the orientation, we maintain
a balanced, aesthetically pleasing layout. The method scales naturally to any number of edges, spac-
ing them out in a visually uniform manner and minimizing overlap without resorting to complex and
computationally relatively expensive algorithms.

For self-loop edges, the offset calculation is simplified as the edges are circular in nature and do not
have to be centered around a “zero point” of a line. Instead, the offset is applied to the radius, while
maintaining the top-most point of the circle passes through the center point of the node. As the number
of edges increases, the offset values of the radius increase, ensuring that the edges do not overlap and
are visually distinct. The starting value of the radius is 30 pixels, and the offset is 20 pixels for each
additional edge.

The general formula for the offsets for self-loop edges, with a starting radius r (30 pixels currently)
and spacing d (20 pixels currently), is:

offset; =r+1i-d, i=0,1,...

Distinct Source and Target Edge Paths
Definitions. We define the following:

e Point: A point in two-dimensional space, represented as (x,y).
e Rectangle: An object defined by its center position (z,y), width w, and height h.

Variables.

e N,: The source node, a rectangle with center at point Py = (s, ys).
e N;: The target node, a rectangle with center at point P, = (x¢, y¢)-
e offset € R: A scalar representing the offset distance.
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Calculations.

1. Vector from Source to Target:

v=P P ="t "),
Yt — Ys

2. Unit Vector in the Direction of v:

v 1 Ty — T
u= — = .
VIl /(e — 25)2 + (v — ys)2 \ v — us

3. Midpoint between P, and P;:

Ts + Ty
_bP+h 2
M= 2 | ystu
2

4. Perpendicular Vector to u:

5. Offset Point O:

M, — offset - u,
O =M + offset - p = .

M, + offset - u,

6. Initial Control Point C
The initial control point C' is calculated using the offset point O and the centers of the source and
target nodes Ps; and FP;:

) 20, — LT
CZQO—*(P‘S—f-Pt):
2 QOy_yS;_yt

7. Intersection of Bézier Curve with Node Boundaries
To determine where the quadratic Bézier curve intersects the boundaries of a node (represented as
a rectangle), we define a function:

getBezierNodelntersection(N, Py, Py, P2) — I,
where:

e N: The rectangle represents the node.
e Py, Py, P5: The control points of the quadratic Bézier curve.
e [: The intersection point between the Bézier curve and the rectangle N.

Algorithm 1 outlines the algorithm to calculate the intersection points of a Bézier curve with the
boundaries of a node.
Using the function, we compute the intersections with the source and target nodes:

I, = getBezierNodelntersection(Ng, Ps, C, P;),

I; = getBezierNodelntersection(Ny, Ps, C, P;).

8. Adjusted Control Point C’
Finally, we adjust the control point C' using the intersection points I and I;:

L. +1,

0—20—&I+I%—20M7 2
B PR s, T 1,
20, — 2
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9. Constructing the SVG Path String
Using the intersection points I, Iy, and the adjusted control point C’, we construct the SVG path
string for the quadratic Bézier curve:

SVG Path =M I, , I, Q C,,C, I, I,
This path string represents:

e M: Move to the starting point I.

I, Is,: The coordinates of the source intersection point.
Q: Draw a quadratic Bézier curve.

C;,C,: The coordinates of the adjusted control point C”.
Ii,, I;,: The coordinates of the target intersection point.

In SVG path notation, this is written as:
MI_s.x,Is.yQC'.x,C'.y I_t.x,I_t.y

This string can be used directly in an SVG path HTML element to render the curve connecting the
two nodes with the calculated control point, ensuring the curve passes through the offset point and
intersects the node boundaries appropriately. The offset point can be used to place an associated
label or annotation.

Self-Loop Edge Paths
Definitions. We define the following:

e Point: A point in two-dimensional space, represented as (z,y).
e Rectangle: An object defined by its center position (z,y), width w, and height h.

Variables.

e N: The node is represented as a rectangle.
e r € R: The radius used for creating the self-loop.

From N, we have its center:

Calculations.

1. Circle Center for the Self-Loop: We place the circle center of the self-loop an offset r units
above the node’s center:
circleCenter = (2, yn + 7).

This would mean that the circle’s topmost point passes through the node’s center point.
2. Label Point: To place a label for the self-loop, we choose a point further above by an additional
7 units:
labelPoint = (z,,, yn + 27).

3. Intersections of the Node with the Circle: To determine where the circle curve intersects the
boundaries of a node (represented as a rectangle), we define a function:

getNodelntersectionWithCircle(N, circleCenter, r) — {lo, I1 }.

where:

e N: The rectangle represents the node.
e circleCenter: The center point of the circle.
e r: The radius of the circle.

Let the returned intersection points be:

Iy = (lo,.Io,), 5 =(h,],)
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Algorithm 1 Find Intersection of Bézier Curve with Node Boundaries

1: procedure GETBEZIERNODEINTERSECTION(N, Py, Py, P,)
intersections < () > Initialize empty list of intersections

2:
3:

10:
11:
12:
13:
14:
15:

16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:

Define quadratic Bézier curve:

B(t) + (1 —t)’Py + 2(1 — t)tP, + t°P, for t € [0, 1]

for all vertical sides Zsige € {Nieft, Nright } do
Compute coefficients:

a < Pog — 2P + Pa, b(**ZP();cﬁ*zplx,

Solve at? + bt +c=0 for ¢
for all t where 0 <t <1 do
B, (t) < y-coordinate of B(t)
if Ntop < By(t) < Nbottom then
Add (2sige, By(t)) to intersections
end if
end for
end for
for all horizontal sides Yside € {Ntops Vbottom } dO
Compute coefficients:

CL(*POy72P1y+P2y, b+ *2P0y+2plya

Solve at? + bt +c=0 for ¢
for all ¢t where 0 <t <1 do
B, (t) < z-coordinate of B(t)
if Nleft < Bm(t) < Nright then
Add (B (t), yside) to intersections
end if
end for
end for
if intersections # () then
return intersections|0]
else
return null
end if

29: end procedure

¢ Pyz — Tside

Cc < POy — Yside
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Algorithm 2 outlines the algorithm to calculate the intersection points of a circle with the bound-
aries of a node.

Using the function, we compute the intersections of the circle and the node. If fewer than two
intersection points are found, the loop cannot be drawn:

if {I}| <2: return an empty path.

4. Constructing the SVG Arc Path: With two intersection points on the circle, we can draw an
arc that represents the self-loop. Using SVG path syntax:

path:M I()w,on A 7",7"0 1,0 11$7[1y~

Here:

o M Iy, lp,: Move to the first intersection point.

e Ar,r 01,0 1,1, Draw an arc with radius r from Iy to I;. The parameters 0 1,0 define
the large arc and sweep flags to ensure the arc is drawn in the correct direction (above the
node).

This path string can be used in an SVG <path> element to render the self-loop. The label point can
be used to place an associated label or annotation.
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Algorithm 2 Find Intersection of Circle with Node Boundaries

1: procedure GETNODEINTERSECTIONWITHCIRCLE(N, C, r)

2: intersections < )
3: Define sides of rectangle N:

> Initialize an empty list of intersections

Top: (Nleft» Ntopa Nright; Ntop)a

sides +

Bottom: (Nlefta Nbottom; Nright, Nbottom)7

Left: (Neft, Niop, Nieft, Nbottom)s
nght (Nrighta Ntop7 Nright7 Nbottom)

4: for all side € sides do

5: (z1,y1) + (side.xq, side.yy)

6: (x2,y2) « (side.xs, side.ys)

7 dx < xo —x1, dy < y2 —uy1

8: A dx® + dy2

9: B<—2(dx(:v1—0$)+dy(y1—0y))

10: C+ (11— Cp)? + (y1 — Cy)? —r?

11: det+ B*—4-A-C

12: if det > 0 then

13: t — _B;“%X@

14: to ”3;7@

15: for all t € {t1,t2} do

16: if 0 <t <1 then

17: Ip <1 +t-dr, iy y+t-dy
18: Add (i, iy) to intersections

19: end if

20: end for

21: end if

22: end for

23: Sort intersections by (x,y)

24: for i =1 to |intersections| — 1 do

25: dx < intersections[i].z — intersections[i — 1].x
26: dy < intersections|i].y — intersections[i — 1].y
27: dist < +/(dx)? + (dy)?

28: if dist < 107° then

29: Remove intersections]i]

30: end if

31: end for

32: return first two points in intersections

33: end procedure

> Iterate over all rectangle sides

> Calculate the determinant
> Circle intersects the side

> Check both roots
> Intersection lies within the segment

> Remove duplicate points

> If distance is negligible
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Case Studies

To demonstrate the unique features of the programming environment, we present four case studies that
showcase its performance across a variety of scenarios drawn from previous literature. These case studies
were carefully selected to represent the core concepts essential to addressing our research questions.
Each case study focuses on a particular set of overlapping features of IGC, highlighting a key attribute
essential to the design of that specific tool, even though none covers the entire feature set.

Our selection process involved a systematic review of existing studies and practical applications,
ensuring that each case study was relevant and representative of the critical functionalities under inves-
tigation. For each study, we executed targeted experiments to directly compare the performance of the
programming environment against established benchmarks. In these experiments, we analyzed both the
strengths and limitations of IGC, providing a nuanced perspective on its design. Finally, we reflected
on the outcomes to discuss what the tool and IGC do well, as well as areas where they fall short. This
methodological approach not only grounds our evaluation in concrete evidence but also offers insights
into potential avenues for future improvement.

5.1 Case Study 1: Computational Notebook

5.1.1 Introduction

The first case study focuses on the Jupyter Notebook [2], a computational notebook environment that
has gained widespread popularity [22] due to its interactive and incremental programming capabilities.
Evolving from the IPython project [1], it allows users to combine executable code, narrative text, and
visual outputs into a sequence of cells, thus forming a coherent computational narrative that embraces
the literate programming philosophy. This structure not only enhances experimentation and iterative
development but also supports reproducibility thanks to its export and import functionality, where the
entire notebook is saved as a JSON file that captures both the code and its accompanying documentation,
enabling easy sharing and replication of research [10].

Main Features of Jupyter Notebook. Jupyter Notebook offers several key features that make it
a powerful tool for interactive computing. It enables interactive code execution, where users can write
and run code in individual cells, receiving immediate feedback and results. This interactivity supports
exploratory programming and data analysis, allowing for rapid iteration and experimentation.

The notebook supports multiple programming languages through its kernel architecture, enabling
users to work with Python, R, Julia, and over 100 other languages [22]. This flexibility makes Jupyter
a versatile tool suitable for a wide range of applications.

Jupyter also supports various graphical outputs. Users can display images, videos, interactive plots,
and mathematical equations directly within the notebook, enhancing the visualization of data and results.
The integrated documentation feature allows users to write explanatory text using Markdown cells,
facilitating the creation of comprehensive computational narratives.

Additionally, Jupyter’s extensibility allows for customization and the addition of extensions, enabling
users to tailor their environment to specific workflows or domains [22]. The platform supports collabo-
ration and sharing through tools like GitHub and JupyterHub, and services like Binder allow others to
interact with notebooks without requiring local installations [1, 22].
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5.1.2 Showcase: Computing Basic Statistics

Jupyter Notebook Showcase. To illustrate the capabilities of Jupyter Notebook, consider a data
analyst tasked with computing basic statistics on a dataset. The dataset consists of numerical values,
and the goal is to calculate the mean, median, and standard deviation.

The user begins by opening a new Jupyter Notebook, which provides an interactive environment with
cells containing code or Markdown text. The incremental and interactive nature of Jupyter allows the
user to build the analysis step by step, receiving immediate feedback at each stage.

¥ Computing Basic Statistics

In this example, we will generate a dataset of random numbers and compute the mean, median, and
standard deviation.

import numpy as np

# Generate a dataset of 100 random numbers
data = np.random.rand(100)

[1] v/ 0.0s Python

mean = np.mean(data)
median = np.median(data)
std_dev = np.std(data)

print(f"Mean: {mean:.4f}")
print(f"Median: {median:.4f}")
print(f"Standard Deviation: {std_dev:.4f}")

[2] v/ 0.0s Python

Mean: 0.4926
Median: 0.4627
Standard Deviation: 0.2842

The mean and median provide measures of the central tendency of the dataset, while the standard
deviation indicates the spread of the data around the mean.

Figure 5.1: Jupyter Notebook Showcase: Computing Basic Statistics

The showcase of the Jupyter Notebook is shown in fig. 5.1.

By executing these cells sequentially, the user interacts with the data, performs computations, and
documents the process. The immediate feedback from code execution and the integration of explanations
enhance understanding and facilitate communication of the results.

Applying the Showcase in IGC. To apply the same showcase as above in IGC, the user creates a
graph structure with nodes representing code fragments and documentation. The user first creates the
corresponding code fragment nodes from the Jupyter Notebook cells. Documentation nodes are attached
to code fragments, providing Markdown explanations similar to the Markdown cells in Jupyter. Now, to
execute the code, the user needs to initiate a new session and execute the nodes in sequence, following
the defined execution path. The session records the execution history, which can be revisited or shared
with collaborators. Textual outputs from code execution are displayed in the code view pane. The entire
session, including execution data and documentation, can be exported, ensuring that the computational
narrative and execution path are preserved.
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CODE NODE VIEW PROJECTION VIEW
Select Projection

Computing Basic Statistics

In this example, we will generate a dataset of random numbers
and compute the mean, median, and standard deviation.

import numpy as np

1
2
3 # Generate a dataset of 100 random numbers
4 data = np.random.rand(100)

mean = np.mean(data)
median = np.median(data)
std_dev = np.std(data)

print(f"Mean: {mean:.4f}")
print(f"Median: {median:.4f}")
print(f"Standard Deviation: {std_dev:.4f}")

NOoO s WN PR

The mean and median provide measures of the central tendency
of the dataset, while the standard deviation indicates the spread
of the data around the mean.

Figure 5.2: IGC Showcase: Computing Basic Statistics

The showcase of the IGC version of the previous showcase is shown in figure fig. 5.2 using the
projectional view for the execution.

5.1.3 Comparing IGC to Jupyter Notebook

Comparison of Differences in the Showcase. When comparing the experience of performing the
basic statistics showcase in Jupyter Notebook versus IGC, several distinctions become apparent. In
Jupyter, while cells are typically executed in order, the user can execute them in any sequence, potentially
leading to inconsistencies such as incorrect cell execution. In contrast, IGC’s visual representation of
the execution path through its graph structure enforces a defined execution sequence, reducing the risk
of executing code fragments in an unintended order. In Jupyter, code cells display numbers in square
brackets (e.g., [1]) that indicate the order of execution, but this numeric notation is less visual and cannot
show if a cell has been executed multiple times.

Jupyter allows for quick prototyping and immediate visualization within the notebook. However, as
projects grow in complexity, the linear cell structure can make it difficult to manage and understand
dependencies between different parts of the code [61]. IGC’s graph-based organization allows users to
manage complex codebases more effectively by visually mapping out code fragments and their interde-
pendencies.

However, IGC’s current limitation to textual outputs means that users cannot visualize data directly
within the environment. In the basic statistics showcase, while numerical results are displayed, any
graphical representations would need to be generated externally.

Another notable difference in the projectional view of IGC is that the direct outputs are not displayed
under the code cells, as seen in Jupyter. In Jupyter, the immediate feedback from code execution is visible
below the code cell, providing a quick overview of the results. In IGC, users need to refer to the textual
outputs in the code view pane, which may require additional scrolling and navigation.

The last key difference is the documentation or textual explanations. The current implementation
of IGC is that one code node can have one documentation node that is displayed above the code. This
differs from Jupyter because you can make as many documentation markdown cells as the user wants
in any order, whereas in IGC, you would have to condense them all into one documentation cell. In
the showcase, the user had to create an empty code node to attach the final documentation node, a
workaround to display the documentation at the end of the code. This limitation highlights an area for
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improvement in IGC’s current implementation.

General Comparison of IGC and Jupyter Notebook. While Jupyter Notebook excels in inter-
activity and ease of use, it has certain limitations that can impede productivity, especially in complex
projects. A significant challenge is maintaining the execution order of cells. Since cells can be exe-
cuted in any order, the notebook’s state can become inconsistent, leading to reproducibility issues and
confusion [10].

IGC addresses this challenge by introducing a graph-based programming environment where code
fragments, represented as nodes, and their relationships, represented as edges, are explicitly defined.
Execution relationships in IGC are visualized as edges in a directed graph, providing a clear and repro-
ducible execution path within sessions. This explicit representation mitigates the risk of inconsistencies
arising from out-of-order execution, a common issue in traditional notebooks [10].

IGC’s two-dimensional graph structure allows users to organize code fragments spatially and define
relationships such as dependencies and inheritance, enhancing code manageability. This approach can
potentially better handle complexity compared to the linear arrangement of cells in Jupyter, which can
become unmanageable in large notebooks.

IGC does have some limitations compared to Jupyter Notebook. Jupyter supports various media
outputs like images and interactive plots embedded directly within the notebook, while IGC currently
supports only textual outputs. This limitation may hinder users who rely heavily on visual data explo-
ration. IGC also lacks the output data shown in the projectional view, which is a feature that Jupyter
has. Both platforms integrate documentation with code: Jupyter uses Markdown cells for inline doc-
umentation, whereas IGC allows documentation nodes to be attached to code fragments, displaying
markdown above the code view, similar in effect to Jupyter’s approach, but not as flexible.

Conclusion. Jupyter Notebook has established itself as a powerful tool for interactive computing,
enabling users to integrate code, data, and narrative seamlessly. Its strengths in facilitating exploratory
analysis and providing immediate feedback make it indispensable in many fields. Nevertheless, challenges
with execution order and code organization can hinder productivity in complex projects [61].

IGC offers an alternative approach by leveraging a graph-based interface that emphasizes explicit
relationships and execution paths. This structure enhances the management of complex codebases and
ensures reproducibility by maintaining clear execution sequences. Although IGC currently lacks support
for complex media outputs, its features address some of the pain points identified in traditional notebooks,
such as execution order confusion and difficulty in handling complexity [10].

By exploring and comparing different approaches to computational notebooks, we can work towards
creating environments that better support the needs of researchers, data scientists and software engineers.

5.2 Case Study 2: Code/Documentation Projections

5.2.1 Introduction

Introduction. The second case study focuses on PescalJ [48], a projectional editor designed for Java
that addresses the challenge of scattered code and documentation through aggregated views. Projectional
editors provide the ability to look at the program from multiple views, which is often requested as a
means to simplify program comprehension. Different projections can be useful in different contexts
and generally have positive effects on program comprehension by providing a higher-level view of the
system [62].

PescaJ departs from conventional text-based editing by allowing developers to create customizable,
overlapping views that consolidate both code and documentation fragments, which are often dispersed
across different files and classes in traditional Integrated Development Environments (IDEs). This ap-
proach is particularly beneficial for managing the complexity of large software systems, where the rela-
tionships between code segments and their associated documentation can be difficult to navigate. This
capability is valuable in maintaining synchronization between code and its documentation. Users debug-
ging their project can alleviate the cognitive load typically caused by navigating dispersed data by using
an interface that consolidates related information due to the Spatial Split Attention Effect [63]. This
can especially be valuable to programmers unfamiliar with a codebase trying to explore the context and
the project call flow.

70



CHAPTER 5. CASE STUDIES

Main Features of PescaJ. Pescal has several features that improve code comprehension and docu-
mentation management. Unlike traditional text editors, PescaJ employs projectional editing, where the
editing representation is distinct from the storage representation. This allows for the creation of views
that can display and edit code fragments from different classes or files in a single workspace. Users
can form views that aggregate methods and documentation scattered across a codebase, facilitating
simultaneous editing and viewing of related elements.

Arraylist
serialVersionUID=8683452581122892189L
DEFAULT_CAPACITY =10 Arrays
Object EMPTY_ ELEMENTDATA= { } r MIN_ARRAY SORT_GRAN=1<<13
Object DEFAULTCAPACITY_ EMPTY ELEMENTDATA={ } fir INSERTIONSORT_THRESHOLD =7

Object elementData
size T[] copyOf (T[] original, newLength) {

(T[]) copyOf(original, newLength, original.getClass())

Object[] toArray ( ) { }

Arrays.copyOf (elementData, size)

Figure 5.3: (Image from Lopes et al [48]) An inter-class view illustrated with a fragment
of the classes ArrayList and Arrays (Java libraries), where the method toArray depends
on method copyOf, which are juxtaposed.

+ | [B Package Documentation & java.util Documentation l Class: Arraylist X

ArrayList | ===

Resizable-array implementation of the {@code List} interface. Implements
all optional list operations, and permits all elements, including

{@code null}. In addition to implementing the {@code List} interface,

this class provides methods to manipulate the size of the array that is

used internally to store the list. (This class is roughly equivalent to
{@code Vector}, except that it is unsynchronized.)

<p>The {@code size}, {@code isEmpty}, {@code get)}, {@code set},
{@code iterator}, and {@code listiterator} operations run in constant
time. The {@code add} operation runs in <i>amortized constant time</i>,

Trims the capacity of this {@code ArrayList} instance to be the
trimToSize(): void list's current size. An application can use this operation to minimize
the storage of an {@code Arraylist} instance.

Increases the capacity of this {@code ArrayList} instance, if

ensureCapacity(int): .
- L necessary, to ensure that it can hold at least the number of elements

roid e . .
e specified by the minimum capacity argument.
) . _ Increases the capacity to ensure that it can hold at least the
grow(int): Object] N S s
number of elements specified by the minimum capacity argument.
grow(): Object empty Description
size(): int Returns the number of elements in this list.

Figure 5.4: (Image from Lopes et al [48]) View that aggregates the documentation of the
methods in a class, showing a documentation header for each method.

PescaJ provides both code and documentation views, which can be intra-class (within a single class)
or inter-class (across multiple classes). Code views allow developers to juxtapose methods based on
dependencies, facilitating easier navigation and understanding of code relationships. Documentation
views aggregate scattered Javadoc comments, presenting them in a cohesive manner that helps maintain
consistency and coherence.

Workspaces are described as canvases where users can place different views. This organization al-
lows developers to show related information and switch between different contexts without the need to
navigate through multiple files or scroll extensively within a single file. The views within a workspace
are synchronized, ensuring that changes made to code or documentation are reflected across all relevant
views.
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5.2.2 Example Use Case: Managing Scattered Code and Documentation

PescaJ Use Case. Consider a developer working on a Java project with multiple classes that have

interdependent methods and associated documentation. In a traditional IDE, the developer would need

to navigate between different files and scroll through large codebases (perhaps aided by call hierarchies

and “jump to definition” navigation options) to understand the relationships and update documentation.
Using PescalJ, the developer can create a workspace that contains:

e Code View: An inter-class code view that displays methods from different classes based on their
call dependencies. For instance, methods A, B, and C from classes Class1, Class2, and Class3,
respectively, can be displayed side by side.

e Documentation View: A documentation view that aggregates Javadoc comments for these
methods, presenting them in a single pane. This view allows the developer to update and maintain
documentation consistency across methods and classes.

By clicking on a method call within the code view, PescaJ expands the workspace to include the called
method’s code and documentation, placing it adjacent to the calling method. This juxtaposition reduces
cognitive load and enhances the developer’s ability to comprehend and modify code and documentation
efficiently.

Applying IGC for the Use Case. In IGC, the graph-based code structure is different from that of
PescaJ, but there, the views can be created in a similar manner. IGC represents code fragments and
documentation as nodes within a graph. When a documentation node is attached to a code node, it
appears directly above the code in the code node view (section 4.3.6). This is a case of using projections
to correlate source code to its documentation. More of the functional overlap between PescaJ and IGC
can be shown in the Projectional View(section 4.3.6).

IGC’s projectional view allows users to select different projection settings:

e Execution Projection: Displays all nodes that are part of the current execution path are dis-
played. This view allows developers to visualize the sequence of code execution and navigate
through the code fragments in the order they are executed.

e Class Projection: Displays all nodes belonging to the class of the selected node. This view
enables developers to focus on the code and documentation within a specific class.

e Dependency Projection: Displays all nodes that are dependent on a variable chosen from the
selected node. The user will have a dropdown of variables used in the code fragment of the
selected node. Once selected, the projection will show all nodes that are dependent on the selected
variable. This view helps developers understand the relationships between code fragments and
their dependencies.

Users can toggle the visibility of code and documentation within these projections. By customizing
the projection settings, developers can create views that aggregate related code and documentation,
similar to PescaJ’s workspace views.

5.2.3 Comparing IGC to PescalJ

When comparing PescaJ and IGC in handling the example use case, several similarities and differences
emerge. Both PescaJ and IGC enable the aggregation of code and documentation that are scattered
across different files or classes. PescalJ achieves this through customizable views within a workspace, while
IGC utilizes a projectional view to display related nodes through different projection settings. Pescal
visually represents method dependencies by placing called methods adjacent to their callers, forming a
chain of code fragments. IGC, on the other hand, represents dependencies relationships explicitly as
edges in a graph, allowing users to navigate dependencies through the graph structure or through the
projectional view.

In PescaJ, the Model-View-Controller (MVC) architecture ensures that changes in code or documen-
tation are synchronized across all views. IGC maintains synchronization through its node-based (flow)
model, where updates to a node are reflected wherever the node is displayed.

PescaJ provides a specialized interface focused on reducing cognitive load by minimizing navigation
and leveraging spatial contiguity. IGC offers flexibility in organizing code and documentation through
its graph interface, but also allows for the automatic, specialized interface of the aggregation of code
fragments and documentation within specific views, such as the code node view and projectional view.
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CODE NODE VIEW PROJECTION VIEW CRIDIEYRIZIE WIS _[FROon = Eniely 1=t
Select Projection

Select -Projection
Dependency v DOCUMENTATION - Dependency ~ CODE

Dependency

Dependency Ani |
. v
Animal v !
1 class Animal:
2 - mgm
2 | ateat cuass The Class definition of
4 ] - 5
5 Animal'.
6
1 def getName(self): "getName" Method definition. This returns the name of the Animal.
2 return self.name
) def _init_(self, name): Initializer/Constructor of Animal class. Takes in a name as a
parameter for the animal.
3 Constructor method.
4
5 self.name = name
Creates an Animal instance and calls the getName method.

1  animal = Animal("Bob")
2 print(animal.getName())

(a) Dependency chain projection of the code (b) Dependency chain projection of the doc-
fragments (Only code enabled). umentation (Only documentation enabled).

Figure 5.5: Both images show the dependency chain projection of the same code; both show
the corresponding dependencies for both the implementation and usage of the “Animal”
class. The top-right toggle determines what is shown.

While both platforms aim to improve code comprehension and management, there are differences.
IGC’s graph-based interface allows for a more explicit representation of relationships through edges,
potentially allowing the user to create projections of relationships outside the scope of Pescal.

IGC’s projectional view offers customizable ways to display code and documentation based on execu-
tion paths, class membership, or dependencies. PescaJ’s views are more focused on call hierarchies but
in general have a more customizable way of creating different views within many workspaces.

Another difference is that PescaJ allows users to edit code and documentation directly within the
aggregated views, whereas IGC’s projectional view is currently read-only. This difference may impact
the user experience, as PescaJ users can make changes directly in the aggregated view, while IGC users
currently need to navigate to the specific node to make edits.

Another distinction is that PescaJ automatically extracts Javadoc documentation [64], which can
be easily created when writing source code, whereas IGC requires users to attach documentation nodes
to code nodes. This difference may affect the user experience, as PescaJ users can rely on existing
Javadoc comments, while IGC users need to create separate documentation nodes to associate with code
fragments. However, there is nothing stopping us in the future from creating a feature to extract Javadoc
comments just as PescaJ does.

Conclusion. PescaJ introduces an innovative approach to code and documentation management by
leveraging projectional editing to aggregate scattered elements, reducing the cognitive load associated
with navigating large codebases. Its ability to create overlapping views that synchronize code and
documentation can enhance developer productivity and code comprehension.

IGC shares similar goals in improving code organization, but implements them through a graph-based
interface with projectional views that offer flexibility in displaying related code and documentation.
While both platforms address the challenges of scattered code and documentation, they differ in their
representation of relationships, synchronization mechanisms, and editing capabilities.

By comparing PescaJ and IGC, we can identify the strengths and limitations of each approach and
explore how different interfaces can support developers in managing complex software systems.
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5.3 Case Study 3: Architectural Diagrams and Composition

5.3.1 Introduction

Introduction. As a software system grows in size, generally, the code complexity of said system tends
to increase. A solution to mitigate complexity is to create sub-systems or components to reduce the com-
plexity into smaller manageable parts [65]. One of the primary challenges in managing and maintaining
large-scale software systems is the ability to clearly represent and understand the relationships between
software components [66]. Traditional tools like the Unified Modeling Language (UML) diagrams pro-
vide high-level abstractions to represent system components and their interactions, aiding developers in
understanding and maintaining the overall architecture [67]. However, creating and maintaining these
diagrams can be time-consuming and may not always accurately reflect the underlying codebase, leading
to inconsistencies and misunderstandings [66].

The Model-View-Controller (MVC) design pattern is a widely adopted architectural style that sepa-
rates an application into three interconnected components: Model (data and business logic), View (user
interface), and Controller (input processing)[68]. Visualizing the relationships and interactions between
components is informative for developers to comprehend and maintain the system effectively[69].

IGC introduces Graph Nodes as a means to encapsulate and compose complex graphs, enabling
developers to manage large-scale systems by abstracting and consolidating components. By allowing one
graph to contain another, along with its execution context (session), IGC facilitates a modular approach
to software architecture, similar to importing libraries or designing “sudo-UML” diagrams for high-level
design.

5.3.2 Main Features of Graph and Composition Nodes

Graph Nodes in IGC. Graph Nodes in IGC are specialized nodes that reference an external IGC
graph file and a specific session within that graph. Essentially, a Graph Node acts as a composite node,
encapsulating an entire IGC graph and its execution state. This feature allows developers to modularize
their code by encapsulating functionality within separate graphs and then composing them within a
larger graph.

Composition and Abstraction. By using Graph Nodes, developers can build abstractions and
higher-level components, assembling complex systems from simpler, reusable parts. This approach is
similar to the concept of modules or libraries in traditional programming, where functionality is encap-
sulated and made available for reuse. In the context of IGC, this modularity extends to both the code
and its execution context, enabling developers to manage and interact with components at different levels
of abstraction.

Modeling Software Architectures. Graph Nodes enable the visualization and modeling of software
architectures directly within the development environment. Developers can represent architectural pat-
terns, such as MVC, by creating separate graphs for each component and composing them using Graph
Nodes. This approach allows for a dynamic and interactive representation of the system’s architecture,
which can be more accurate and up-to-date compared to static UML diagrams.

5.3.3 Example Showcase: Modeling MVC Architecture

Graph Nodes for MVC Components. Consider an application that follows the MVC architectural
pattern. The application consists of a Model Graph, which contains nodes representing data structures
and business logic; a View Graph, which contains nodes representing the user interface and presentation
logic; and a Controller Graph, which contains nodes managing user input and orchestrating interactions
between the Model and View.

Each component is developed and maintained as a separate IGC graph file with its own execution
sessions. Developers can work on these components independently, promoting modularity and separation
of concerns [68].

Composing the MVC Architecture. Using Graph Nodes, the developer creates a Main Graph that
composes the Model, View, and Controller graphs. In the Main Graph, the developer includes a Model
Node, which is a Graph Node referencing the Model Graph and a specific session, a View Node, which is
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INITIALENTRY

MODEL COMPONENT

class Model: :

def __init_ (self): class View:

Tl ata L0 def display(self, data):

= print(f"Current Data: {data}")

def get_data(self): 3

return self._data def get_input(self):

return input("Enter new data: ")

def set_data(self, value):

self._data = value

CONTROLLER COMPONENT,

class Controller:
def __init_ (self, model, view):
self._model = model
self._view = view

def run(self):
self._view.display(self._model.get_data())
new_data = self._view.get_input()
self._model.set_data(new_data)
self._view.display(self._model.get_data())

\

controller = Controller(model, view)

controller.run()

Current Data: @
Current Data: <PyodideFuture pending cb=[WebLoop._decrement_in_progress()]>
Enter new data: 3

Figure 5.6: Example of how the test MVC architecture is modeled

a Graph Node referencing the View Graph, and a Controller Node, which is a Graph Node referencing
the Controller Graph.

Edges are established between these Graph Nodes to represent the interactions and dependencies
among the MVC components. For example, the Controller Node has edges connecting it to both the
Model Node and the View Node, indicating that it mediates communication between them.

Visualization and Interaction. This composition allows developers to visualize the overall architec-
ture within IGC, seeing how components are interconnected. Since Graph Nodes encapsulate both the
code and its execution context, developers can execute the Main Graph and observe the behavior of the
entire application, stepping into individual components as needed.

Applying the Example in IGC: Creating Component Graphs. Developers begin by creating
separate IGC graph files for the Model, View, and Controller. The Model graph, named Model.igc,
contains nodes defining data models and business logic functions. The View graph, named View.igc, in-
cludes nodes responsible for rendering the user interface. The Controller graph, named Controller.igc,
comprises nodes that handle user input and coordinate interactions between the Model and View. Each
graph can have its own sessions representing different states or versions of the component, facilitating
independent development and testing.

Composing with Graph Nodes. To compose the MVC architecture in the Main Graph, the devel-
oper first creates a new file named MV C.igc containing a Graph Node for each component. The IGC File
Path is set to point to the respective component graph file, and the desired session for each component is
selected. Next, edges are established between the Graph Nodes to represent the flow of data and control.
The Controller Node is connected to both the Model Node and the View Node, defining the relationships
and dependencies explicitly. Finally, any additional nodes or logic required to integrate the components
are added, such as running the controller.
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Figure 5.7: All the graph nodes for the MVC architecture

Executing and Interacting. With the Main Graph set up, developers can execute the application
as a whole, with the Graph Nodes handling the execution of their respective components. They can also
inspect individual Graph Nodes to examine or modify the underlying graphs and sessions. Additionally,
developers can switch sessions associated with Graph Nodes to test different versions or configurations
of components.

Visualization of Architecture. The Main Graph provides a visual representation of the application’s
architecture, similar to a UML diagram but directly tied to the actual code and execution context. This
dynamic visualization aids in understanding and maintaining the system [66].

5.3.4 Comparing IGC to Traditional Approaches

Comparison with UML Diagrams. Traditional UML diagrams offer static representations of soft-
ware architectures, useful for planning and communication but often detached from the actual code-
base [67]. In contrast, IGC’s Graph Nodes provide a dynamic and executable representation. The ar-
chitecture visualization in IGC reflects the current state of the code, reducing discrepancies. Developers
can interact with the Graph Nodes to inspect or modify components, facilitating deeper understanding.
Execution sessions within Graph Nodes allow for testing and debugging within the architectural view.

Comparison with Model-Driven Development. Model-driven development (MDD) emphasizes
creating models that can be transformed into executable code [70]. IGC’s approach shares similarities
but differs in key aspects. In IGC, the model (graph structure) and the code are intertwined, allow-
ing for simultaneous development and visualization. Unlike MDD, where models are transformed into
code, IGC’s graphs are the code, eliminating potential inconsistencies. Additionally, Graph Nodes in
IGC enable modular composition without the overhead of maintaining separate models and codebases,
providing flexibility and modularity.

Advantages of IGC’s Approach. IGC’s use of Graph Nodes offers several benefits. Firstly, it
encourages modularity by allowing components to be developed independently, promoting separation of
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concerns. Secondly, it enhances reusability, as components encapsulated in Graph Nodes can be reused
across different projects. Thirdly, it simplifies scalability by breaking down large systems into manageable
pieces, making it easier to manage complex architectures. Lastly, it provides clarity by offering a clear
and accurate visualization of the system’s architecture, aiding comprehension and communication.

Potential Limitations. While IGC’s approach has advantages, it may also present challenges. Overus-
ing nesting graphs might lead to complex hierarchies that are difficult to navigate, posing complexity
management challenges. Also, integration with other development tools and workflows may require
additional effort, which could impact tooling support.

Conclusion. IGC’s introduction of Graph and Composition Nodes offers a powerful mechanism for
managing and visualizing complex software architectures. By encapsulating graphs within Graph Nodes,
developers can create modular, reusable components that reflect architectural patterns like MVC directly
within the development environment. This approach bridges the gap between high-level architectural
visualization and low-level code implementation, providing an integrated platform for development, vi-
sualization, and execution.

Compared to traditional UML diagrams and Model-Driven Development, IGC’s method offers a
dynamic and accurate system representation, promoting better understanding and maintenance. While
there may be challenges in adopting this paradigm, the benefits of modularity, scalability, and clarity
present a compelling case for incorporating graph nodes into software development practices.

5.4 Case Study 4: Exploratory Programming GUI

5.4.1 Introduction

Introduction. The final case study we will present is an implementation of exploratory programming
techniques that allow the user to alter execution paths or sessions seamlessly. Exploratory programming
is a programming style characterized by prototyping, experimentation, and iterative refinement without
a predefined end goal [5]. Tt is a key practice in which programmers actively experiment with different
possibilities using code [3]. This approach is valuable in contexts such as data science, education, and
rapid prototyping, where the ability to test ideas and explore solutions quickly is essential. Traditional
programming environments often fall short in supporting this style due to rigid edit-compile-run cycles
and limited feedback mechanisms [5].

The paper, “A Language-Parametric Approach to Exploratory Programming Environments” [5],
discusses an experimental computational Notebook front-end in Section 6. For simplicity, we will refer
to this as the Exploratory Programming GUI. The GUI in this Notebook allows the user to create
and manipulate execution paths called traces. Each trace can be compared to internal runtime state
values with other execution traces. Having a GUI to compare execution paths to promote exploratory
programming similar to the example above is a great feature to have as experimentation and exploration
have been found to be beneficial to data science and computational science [6, 7]. However, these tools
have their own constraints, particularly in managing execution state, versioning code fragments, and
exploring alternative execution paths [21].

Main Features of the Exploratory Programming GUI The Exploratory Programming GUI
introduces several key features to support exploratory programming. One of the central components is
the use of execution graphs, data structures that record the execution history as a tree of configurations,
allowing users to navigate and manipulate different execution states easily. Additionally, the Exploratory
Programming GUI supports branching and merging, enabling users to create branches from any point
in the execution graph. This feature allows for the exploration of alternative code paths without losing
previous work, a key aspect of exploratory programming.

Incremental code execution is another key feature of the Exploratory Programming GUI. Users can
execute code fragments incrementally, observing the effects on the program state at each step. This incre-
mental execution supports an iterative development process, where users can refine their code gradually
based on intermediate results.

The Exploratory Programming GUI also provides interactive state management, offering immedi-
ate feedback by displaying the effects of code execution, including outputs and state changes. This
interactivity enhances the user’s understanding of how code modifications affect the program.
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Figure 5.8: (Image from van Binsbergen et al [5]) Overview of the exploratory programming
environment prototype GUI.
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Figure 5.9: (Image from van Binsbergen et al [5]) Demonstration of how traces are com-
pared in the exploratory programming environment prototype.

Finally, features like undo and redo actions allow users to revert to previous states and redo actions,
adding to the iterative experimentation and refinement features. Together, these features enhance the
exploratory programming experience by providing tools to manage execution state, experiment with code
variations, and receive immediate feedback.

5.4.2 Example Use Case: Managing Execution State and Branching

Exploratory Programming GUI Use Case. Consider a developer experimenting with code in the
Exploratory Programming GUI, which features a main screen divided into three sections: the notebook
interface on the left, the execution trace in the center, and the head and tagged nodes on the right.

The developer begins by writing code fragments in the notebook’s code cells. After executing a code
cell, the output and the resulting program state are displayed. Each execution adds a new node to the
execution trace in the center panel, representing the path from the initial state to the current state.

To explore different implementations, the developer modifies a code cell and re-executes it. The
GUT allows them to revert to previous states or create new branches in the execution tree. By using
the “Modify and Re-execute” feature, the developer can execute the modified code from a prior state,
generating a new branch and preserving the original execution path.

The right panel displays head nodes, corresponding to the leaves of the execution tree, and tagged
nodes, which are specific states the developer has marked as significant. Selecting different head or
tagged nodes lets the developer switch between execution traces, facilitating comparison of various code
paths and outcomes.

For in-depth analysis, the developer can select multiple nodes and use the “Compare Nodes” function
to view configurations side by side. This comparison includes code differences, runtime states, and any
annotations, aiding in understanding the impact of changes.
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The GUI also supports sharing and collaboration by allowing the export and import of execution
trees or individual traces. This functionality enables developers to share their exploration sessions with
others or incorporate version control, enhancing reproducibility and reuse of code experiments.

Exploritory Programming in IGC. In IGC, the exploratory programming capabilities are facili-
tated through the use of sessions and the Session Manager. A session represents a distinct execution
path defined by a sequence of executed code nodes. Users can create, manipulate, and compare different
sessions to explore various execution states and code modifications.

The Session Manager in IGC provides a comprehensive view of all sessions in a tree structure (see
fig. 5.10). The root of the tree is the start node, representing the initial empty state from which all
execution paths begin. Each branch corresponds to a different session, with nodes representing executed
code fragments. Overlaps in the tree indicate shared prefixes in execution paths among sessions.

FILE DATA EXPLORATORY VIEW

start (start)

Import Data (0)

Input y (2)

Input x (1) Calculate (3)

Save Data (5) Calculate (3) Save Data (5) More Calculations (4)

Figure 5.10: IGC Exploratory view showing the execution tree with multiple sessions. The
selected session is highlighted in red.

Users can interact with the Session Manager to manipulate sessions in several ways by right-clicking
on a node in the current (selected) session:

e Start Session from Here: Creates a new session beginning at the selected node, allowing explo-
ration from a specific point in the execution path.

e Insert Before Node: Generates a new session identical to the current one but with an additional
node executed before the selected node. After right-clicking, the user selects the node to insert.
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e Insert After Node: Creates a new session identical to the current one but with an additional
node executed after the selected node. The node to insert is selected after right-clicking.

e Replace Node: Produces a new session where the selected node in the current session is replaced
with another node chosen by the user.

These manipulation options enable rapid experimentation and iteration, key aspects of exploratory
programming. By quickly making changes and creating new sessions, users can compare different execu-
tion results efficiently.

Switching between sessions is straightforward within the Session Manager. The selected session is
highlighted in red, while inactive sessions are displayed in dark grey. This visual distinction assists users
in keeping track of multiple exploration paths.

Example Workflow in IGC. Suppose a user is developing a function and wants to explore different
implementations. They can proceed as follows:

1. Execute the initial code nodes to create the first session.

In the Session Manager, right-click on a node where they want to modify the execution path.
Choose “Replace Node” and select an alternative code node representing a different implementation.
A new session is created with the modification, and the execution continues from that point.
Compare the outputs or execution states between the original and new sessions by switching be-
tween them in the Session Manager.

Gre N

This approach lets the user explore various code modifications without losing previous work. By
creating new sessions from specific points in the execution path, users can compare different outcomes
and make informed decisions about code changes.

5.4.3 Comparing IGC to the Exploratory Programming GUI

Differences in Approach. While both environments support exploratory programming, their ap-
proaches differ in several key aspects. IGC uses a graph-based interface that provides a visual represen-
tation of code dependencies and execution paths, enhancing the understanding of complex relationships.
In contrast, the exploratory programming environment employs a cell-based interface, which may be
more straightforward for linear code exploration.

In terms of session manipulation granularity, IGC offers specific actions, such as inserting nodes
before or after a selected node, allowing for precise control over the execution path. The exploratory
environment relies on branching and re-execution of code cells, which may offer less granularity.

Regarding visualization of execution history, IGC displays the execution history as a tree of sessions,
highlighting the active session. The exploratory environment presents the execution graph and allows
users to navigate between different execution traces.

In editing capabilities, IGC allows code nodes to be edited within the graph with saved execution order
due to execution relationships being defined through sessions. The exploratory environment supports
code cell modification and provides undo and redo actions.

General Comparison of IGC and the Exploratory Programming GUI. Both IGC and the Ex-
ploratory Programming GUI aim to support exploratory programming, but they differ in their underlying
models, interfaces, and capabilities.

IGC is built around a graph-based representation of code, where code fragments are nodes connected
by edges that represent relationships such as execution order and dependencies. This structure allows
for explicit visualization of code relationships and execution paths. The use of sessions within the session
manager and the exploratory view in IGC enables users to create, manipulate, and compare different
execution paths with fine-grained control. Actions like inserting nodes before or after a certain point,
replacing nodes, and starting new sessions from any node provide precise management of the execution
state.

In contrast, the Exploratory Programming GUI uses a notebook interface with code cells that can
be executed and modified. The execution history is represented as an execution graph, where nodes
correspond to execution states or configurations. Users can create branches from any point in the
execution graph, allowing for the exploration of alternative code paths. However, the manipulations are
generally at the level of code cells and execution traces, which may offer less granularity compared to
IGC’s node-level manipulations.
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Unlike the Exploratory Programming GUI, which represents execution traces as individual paths,
IGC displays the entire execution tree, providing a comprehensive overview of all execution paths. This
visualization makes it easier for users to see the relationships between different sessions and understand
the overall structure of the execution history.

Regarding collaboration and reproducibility, both environments support sharing execution histories.
IGC’s sessions can be exported and shared, providing a complete representation of the execution path
and code state. The Exploratory Programming GUI allows users to share execution graphs and traces,
facilitating collaborative exploration and comparison of different code paths.

In terms of user interaction, IGC may have a steeper learning curve due to its graph-based interface
and the concepts of nodes and sessions. Users need to understand how to create and manipulate graphs,
sessions, and relationships between nodes. The Exploratory Programming GUI, with its notebook-like
interface, may be more accessible to users who are accustomed to traditional computational notebooks.

Conclusion. Both IGC and the Exploratory Programming GUI facilitate exploratory programming by
offering tools for managing execution state, experimenting with code variations, and receiving immediate
feedback. Still, they differ significantly in their approaches and interfaces. IGC uses a graph-based
interface with a Session Manager that allows precise manipulation of execution paths with fine-grained
control.

In contrast, the Exploratory Programming GUI emphasizes a cell-based interface similar to traditional
computational notebooks, making it more accessible to users familiar with such environments. It employs
execution graphs to represent the execution history, enabling users to create branches from any point
and explore alternative code paths.

By comparing these approaches, we see that while both support exploration and iterative develop-
ment, they differ in implementation and user interaction. IGC focuses on detailed visual representation
and fine-grained control, which are suitable for managing complex code relationships. The Exploratory
Programming GUI offers a more familiar interface with broader language support, benefiting users seek-
ing accessibility across different programming languages. Ultimately, the choice between them depends
on user preferences, desired level of control, and familiarity with interfaces.
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Discussion

In this chapter, we discuss the core distintive features that make IGC different than other programming
environments. Next, we go over some key factors of performance and scalability. Then we mention
conflicts and trade-offs that we encountered during the development of IGC. We then we discuss the
main points discovered throughout the four case studies. Next, we review the research questions and try
to answer them. Finally we discuss the limitations of the tool and what we would have done differently.

6.1 Core Distinctive Features

The following are the core features that are unique to IGC compared to typical programming environ-
ments:

6.1.1 Graph-Based Model

The graph-based model of IGC is a distinctive feature that sets it apart from traditional computational
notebooks. By representing code fragments as nodes and their dependencies as edges, IGC provides a
visual representation of the code structure that is not possible in a linear, text-based environment. This
graph-based model allows users to visualize and focus on the relationships between different parts of
their code, allowing them to better understand the dependencies and interactions within their projects.
This feature is particularly useful for managing complex codebases, where traditional text-based repre-
sentations can become difficult to navigate.

6.1.2 Sub Graphs

Due to the graph-based structure, sub graphs are a unique feature of IGC that allows users to encapsu-
late parts of their project into modular components. This feature enables users to break down complex
codebases into smaller, manageable parts that can be developed, maintained, and visualized indepen-
dently. By composing these modular components into higher-level architectures, IGC creates a dynamic
and interactive visualization of the overall system. This method of abstraction and composition supports
the management of complexity in large-scale software projects, allowing users to focus on specific parts
of their code while maintaining an overview of the entire project.

6.1.3 Sessions

The session system in IGC is a unique feature that allows users to manage multiple execution paths and
states within a single project. This feature is a direct result of supporting exploratory programming.
In normal programming environments, one distinguished execution path is normally followed. In many
IPEs, the execution path is usually more blurred as the user can execute and interact with cells in any
order they choose. However, the experimentation that is enabled by incremental programming is specific
to a particular execution process in a REPL kernel and is lost when the kernel is restarted. The session
system in IGC allows the user to manage multiple execution paths and states within a single project.
The user can even go back to a previous state and continue from there. This is a powerful feature that
allows the user to fully explore the code and experiment with different execution paths without losing
any work.
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6.1.4 View Representation

The view representation in IGC is a unique feature that provides users with a flexible and intuitive
interface for interacting with their code. Besides the graph-based model, the views located in the file
editor control the entire project. There is not just one view. Views are the way the user writes code,
provides documentation, analyzes relationships, and manages tools that interact with the project as a
whole. This feature allows users to customize their workspace to suit their needs, enabling them to focus
on specific aspects of their code and documentation while maintaining an overview of the entire project.
Most programming environments have a single view based on a way to input code fragments. IGC breaks
from this norm by focusing on the project structure as a whole and allows the user to interact with the
pieces of the project in a more modular way.

6.2 System Evaluation:

The main system evaluation is broken down into the following sections:

6.2.1 Performance

In terms of performance, we can use one main metric to evaluate the system: execution time. The
execution time is the time it takes for the code to be executed and the output to be displayed. This is a
critical metric as the user will be executing code many times and will want the output to be displayed
as quickly as possible. The execution time is dependent on many factors, such as the size of the code,
the complexity of the code, and the system resources. This is a metric that is difficult to evaluate as it is
dependent on many factors. However, IGC does not change anything with the program-specific process
or “engine” (section 2.2.3). The only added execution time is the wrapped process of starting the new
execution process, loading the previous state, and saving the new state to disk. This is a process that
is not computationally expensive and should not add much to the execution time. The execution time
should be the same as a normal execution time in a REPL kernel, and these wrapped processes should
be negligible for the more intensive computations.

The only other process that might take some time is the initial loading of custom IGC components.
This normally happens at startup and should not be a problem for the user. The user should only have
to wait for this process once, and then the components should be loaded into memory. This process
should not take more than a couple of seconds and should not be a problem for the user as this is a
one-time initial process.

Every other visual process in IGC is not computationally expensive and should not add any waiting
time for the user. The user should be able to interact with the tool as if it were a normal programming
environment.

6.2.2 Scalability

A goal for IGC is to be able to handle large software projects, so scalability is a key consideration for its
development. React was chosen as its virtual DOM and re-renders only updated components, ensuring
smooth performance as the graph scales. ReactFlow can take advantage of React to optimize rendering.

ReactFlow provides an infinite, pannable workspace to create the graphs. This allows the user to
create any size project, as the workspace can always be extended. A limitation is that to capture the
entirety of a large project, the user must zoom out, which will eventually make text hard to read and
elements difficult to see or distinguish. A possible solution currently in development is to consolidate
subgraphs into a node by introducing a node type that can represent a (sub-)graph. This feature
would allow users to simplify graphs by effectively introducing layers of abstraction. The sub-graph can
be defined in a separate file, corresponding to the common development practice in which files often
represent an individual component of a larger software project.

Zustand is used to record program state as it is lightweight, minimizes overhead and maintains
consistency. Node.js is used for the back-end and is seen as highly scalable [71] owing to its non-blocking,
event-driven architecture.
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6.3 Conflicts and Trade-offs

The following are some of the conflicts and trade-offs that we encountered during the development of
the tool that are important to discuss:

6.3.1 Language Support

IGC was designed to allow the use of many different programming languages. This was an important
design decision, as it allows the tool to be used by a wider audience. It also matches the availability of
many IPEs that support multiple languages such as Jupyter Notebook. Jupyter Notebook uses a kernel
system that allows the user to simply use a REPL of the programming language they want to use [72].
They then are able to use the familiar interface they are used to. This is a powerful feature that allows
the user to use the notebook with whichever language they choose.

This was the plan for IGC as well; to import some kernel or system that allows the user to use
the tool with any language they choose. However, we prioritized developing a proof-of-concept for the
interface itself over implementing full multi-language functionality. This meant that wherever possible, we
designed features and functionality to be language agnostic. However, for certain aspects (particularly
code execution and state management), we had to implement Python-specific solutions. Throughout
development, we remained mindful of our goal to support additional programming languages eventually.
As a result, whenever we introduced functionality tailored to Python, we were careful to limit the
scope of these language-specific choices, ensuring that our overall architecture could accommodate other
languages with minimal adjustments. Specific reasons for the Python-specific choices will be discussed
in more detail in the following sections.

The interface itself is not dependent on any specific language. Nodes and relationships have no specific
language attached to them and are meant to be generic to many different programming languages and
paradigms. For example, the object-oriented programming paradigm is not specific to Python and can
be used by any language that supports it. If a user were to use a different language that does not support
object-oriented programming, they would be able to disable the object-oriented programming module.

We can also see the language-agnostic nature of the tool in the way that the APIs are designed. The
APIs are designed to be generic and normally require a language to be passed in as a parameter. This
allows the user to use the tool with any language they choose as long as they have the language support
on the back end.

One feature that is difficult to make language agnostic is code analysis. In the current implementation,
call the analyze endpoint along with the raw code and specific language parameters. The goal of this
API is to return all the new definitions the code creates and all of the dependencies the code is dependent
on. From this information, we can create a dependency graph of the code which can hopefully inform
the user on which nodes can be executed next without running into any errors. In Python, we use the
ast module in Python to go through the code and identify the new definitions and dependencies. This
implementation is specific to Python and would need to be re-created for each language, as every language
processes its own AST due to differences in syntax and code structure. This feature is not critical to the
tool and could be removed, but is an example of a feature that is difficult to make language agnostic.

Potentially, in the future, we could use a language server to execute and analyze the code. Language
servers are standardized for every language [73], so it would hopefully be easy to just import the language
server for the language the user wants to use. The process behind doing this would need to be explored
further to see if it is possible.

Execution Environment. Continuing from the language support section, we had to make some
choices about how to handle code execution. We decided to support Python as the initial implementation
of IGC. This was because Python is a popular language for almost all types of programming, which is
evident by the Stack Overflow Developer Survey!'. This was also because Python is a language that is
simple and readable [74]and can be used in data science, web development, and many other fields. It
also supports many different programming paradigms such as object-oriented programming, functional
programming, and procedural programming. This made it a good choice for the initial implementation
of IGC.

With many computational notebooks, the user normally can import a REPL kernel for the language
they want to use. The REPL kernel lives in memory as a process that can be interacted with. There were

Ihttps://survey.stackoverflow.co/2024/
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many reasons why we decided against using a REPL kernel for IGC. These reasons can be divided into two
categories: exploratory programming and the need to share execution outcomes without recompilation.

The main issues with having a memory-based system for exploratory programming is that it is hard
to manage the branching execution of the code. In theory, the user would almost have to create a
fork [75] of the kernel for each node they execute. The reason why we need to fork at each node instead
of each branch is that we need to allow the user to go back in the execution history. The extent of this
might not be known at the current execution state. Creating a fork at each node could easily lead to an
exponential growth of the number of processes that are running most likely contributing to high memory
usage and slow execution times. This is not a problem that is easily solved and would require a lot of
work to implement.

The second reason is that we wanted to allow the user to share the execution outcomes with others.
This is not possible with a memory-based system unless exporting all state to disk. If we need to export
all state to disk anyway, why not use a disk-based system in the first place? This is why we decided to
use a disk-based system for IGC. By default all the state is set to disk and can be shared with others.
By always saving state to disk, we can also avoid issues where the user forgets to save their work and
loses it when the kernel is restarted or corrupted in some way.

Both these reasons are non-critical and could actually still allow for a memory-based system to allow
for plug-and-play language kernels. However, we decided to use a disk-based system for the reasons
mentioned above. Potentially, in the future, we could implement an option to choose a memory-based
system instead of a disk-based system.

The disk-based system is not perfect and has its own issues. The two main issues are that it is slow
and requires a language-specific implementation to save to disk. The first issue is not a critical issue as
the user can still use the tool. The execution time increase is just that of reading and saving to disk. The
actual processing of the code should be the same, whether it is memory-based or disk-based. The second
issue is more critical. The user would have to implement a language-specific solution to serialize state to
disk. This is not ideal as the user would have to implement a solution for each language they want to
use. The following section (section 6.3.1) will discuss the state management system in more detail.

Even with a disk-based system, the issue of exponential growth from exploratory programming re-
mains as a user’s project expands. However, disk storage is generally cheaper and more abundant than
available memory.

State Management Every execution has a wrapper that loads the previous state (if it exists) and
saves the new state to disk. This allows the user to go back to a previous state and continue from
there. This is a powerful feature that allows the user to explore different paths of execution and go back
to a previous state if they make a mistake without any re-execution. This feature is not available in
many computational notebooks and is unique to IGC. For the Python implementation, we used the dill
library (an extension to the pickle library) to serialize and deserialize the state to and from disk. The
process to be able to serialize and deserialize state is called pickling [76]. The dill library was a good
choice for Python as it is a powerful library that can serialize almost any Python object. However, this
implementation is specific to Python.

Serializing state to disk is not a trivial task and would require a lot of work to implement for each
language. Many languages have pickling libraries, but not all of them can serialize all objects. For
example, “Pickling state in the javaTM system” [77] goes over the process of implementing pickling in
Java. Since the pickling system is a requirement for execution, this might hinder the implementation of
other languages to be included in IGC. This is potentially a critical bottleneck that would need to be
resolved before specific languages could be included in IGC.

Implementing an additional language. The following is a list of steps that would need to be taken
to implement an additional language in IGC:

1. Language binary. The language binary would be the binary that is used to execute the code.
This would be the same as the Python binary that is used in the current implementation. Cur-
rently, this is located in IncrGraph/languages/. It would also be beneficial to implement a
check to see if the binary is installed on the user’s system (already done in Python through the
checkPythonInstallation function).

2. New executeCode function. The executeCode function is used to execute the code in a specific
language. This function would need to be implemented for every new language. The following are
what is needed inside this function:
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(a) Language specific state pickling system. The state pickling system would be a system
that serializes and deserializes the state to and from disk. This would be a required step as
the state pickling system is required for execution.

(b) Execution and output logging system. The execution step should take in the code to
execute. Whether to put the code in a file before execution or to execute the raw code is
the user’s choice. Either way, this execution should then be wrapped between the unpickling
(deserializing) of the previous state and the pickling of the new output state. After all of
this, the stdout, stderr, and any appropriate output data should be directed into files of the
“execution directory” (the directory that stores all data specific to a particular execution).

Once this is implemented, there would then need to be a check under the execute endpoint to
see if the given language parameter is supported and, if so, to call the appropriate executeCode
function.

3. (OPTIONAL) Analyzation function The analyzation function is used to analyze the code and
return the new definitions and dependencies. This is used to create the dependency tree and to
provide some other useful metadata, however, this is not a critical step and could be ignored if
the user does not care for these features. If the user does want these features, they would need to
implement the analyzeCode function for the new language.

6.3.2 Software Complexity and Structuredness

Ejiogu’s work in “A simple measure of software complexity” [14] presents a model for measuring software
complexity using tree abstractions based on three key variables: Level (L), Explosion Number (E), and
Monadicity (M). The degree of complexity is calculated as

1
T LxExM

This model captures how increased depth, breadth, or detail in a software system can reduce overall
comprehensibility. This model departs from traditional metrics such as Lines of Code or Cyclomatic
Complexity by offering a language-agnostic, empirical, and verifiable measure that reflects the inherent
complexity of a system’s structure.

At the same time, Ejiogu’s model provides a framework for distinguishing between software com-
plexity and software structuredness. While complexity is an absolute property of the system, affecting
maintainability and understandability, structuredness arises from deliberate design choices aimed at or-
ganizing code through modularization and adherence to design principles. In our discussions of IGC
and related case studies, we observe that breaking down a system into sub-graphs or components can
enhance local modularity and clarity much like importing libraries to encapsulate functionality. How-
ever, this approach also introduces a trade-off. Increasing the number of sub-graphs may improve the
structuredness of individual components, yet it can also raise the overall complexity of the project due
to additional interconnections and dependencies.

The key challenge is to balance the advantages of modularity with the risk of increasing overall
complexity. A well-structured system should isolate intricate functionality into manageable sub-graphs
without burdening the overall architecture with too many interdependencies. Thoughtful design deci-
sions, such as the strategic use of libraries and deliberate modularization, can help reduce the negative
impact of a high component count while still enhancing structuredness. In a programming environment
like IGC, users can leverage sub-graphs instead of libraries to encapsulate parts of their projects, thereby
improving organization and clarity.

6.3.3 Composition vs Inheritance / Flow vs Model-View-Controller

In IGC, we adopted React largely because of its popularity and its modern approach to UI development,
which emphasizes composition over inheritance 2. React’s component model enables us to build interfaces
by composing simple, reusable units that can be easily customized through props and hooks. This
compositional approach aligns with the ideas presented in [78], where the benefits of adaptable, modular
design components are highlighted. By favoring composition, our architecture remains flexible and
explicit in its data flow, allowing for straightforward reuse and extension of functionality.

At the same time, there is merit to the traditional inheritance-based MVC structure, as exemplified by
Angular. Angular’s framework offers a clear separation between controllers, views, and models, enforcing

’https://legacy.reactjs.org/docs/composition-vs-inheritance.html
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a well-defined architectural boundary. This structure can be particularly beneficial in managing complex
state and interactions within large applications. While we chose React for IGC due to its widespread
adoption and the agility it provides, one could argue that Angular’s approach has its own advantages,
especially in scenarios where a more rigid hierarchy might simplify certain aspects of traceability and
consistency.

Our implementation of IGC further illustrates a hybrid mindset. For example, our pseudo-hierarchy
for node types, relationships, and views. For instance, a node uses a BaseNode type that is extended into
specialized types such as CodeNode, DocumentationNode, and GraphNode. This strategy leverages the
clarity of a unified structure while retaining the flexibility of composition, ensuring that each node main-
tains the core attributes required for consistent rendering and behavior. The design of relationships and
views follows a similar pattern, with a base class providing a foundation for specialized implementations.
This approach allows us to balance the benefits of inheritance with the adaptability of composition,
creating a foundation for future development.

In conclusion, while React’s compositional model offers significant benefits in terms of adaptability
and ease of maintenance, we recognize that Angular’s inheritance-based MVC framework has its own
strengths. Current trends and practical considerations drove our decision to use React, but we remain
open to future adjustments. As the project evolves, further examination of these architectural paradigms
may guide us toward an even more thorough and flexible solution for IGC.

6.4 Case Studies

The following are the main points discovered throughout the four case studies and how they relate to
the research questions:

6.4.1 Incremental Programming

The examination of Jupyter Notebook alongside IGC, in this case, study provides insights into the
strengths and limitations of environments designed for incremental programming. Both systems offer
unique benefits that speak directly to the research questions. In addressing RQ1, we find that the
redesign of the programming environment through a graph-based model in IGC significantly alters how
code execution and documentation are managed. While Jupyter Notebook has long excelled at providing
immediate feedback through its cell-based execution model, IGC’s visual representation of code fragments
and their execution order offers a clear structure that mitigates the risk of inconsistent state, a challenge
often encountered in traditional notebook environments.

A key discovery from this comparison is that the explicit execution sequence in IGC, visualized as
edges in a directed graph, provides a robust framework for managing complex projects. This directly
aligns with our goal of leveraging incremental execution techniques to reduce the pitfalls of arbitrary
execution orders observed in Jupyter. The graph structure in IGC not only reinforces reproducibility
but also enhances clarity in the computational narrative—a critical requirement for complex software
projects.

In the context of RQ2, our comparative analysis reveals both advantages and disadvantages of the
proposed environment. On the one hand, IGC addresses limitations such as the ambiguity introduced
by the flexible execution order of Jupyter Notebook. Its structured graph-based interface facilitates
better management of code dependencies and can prove beneficial in scaling projects where maintaining
a coherent execution flow is paramount. On the other hand, the current implementation of IGC shows
limitations in handling media-rich outputs and the flexibility of documentation. For instance, while
Jupyter allows for multiple, interleaved Markdown cells, IGC’s one-to-one association between code and
documentation nodes necessitates workarounds that may impede the seamless integration of narrative
and code.

The incremental nature of both environments supports exploratory programming and rapid proto-
typing, yet the experiences diverge when complexity increases. Jupyter Notebook’s immediate feedback
through embedded outputs is highly effective for quick iterations, whereas IGC’s approach of segregating
textual outputs into a dedicated code view pane introduces an extra layer of navigation that may affect
user efficiency. These observations underscore the trade-offs inherent in each design choice.

Overall, the case study reinforces the hypothesis that a graph-based model can offer significant benefits
in organizing and executing code incrementally. While Jupyter Notebook remains a powerful tool for
exploratory analysis and rapid prototyping, IGC’s design highlights potential improvements in handling
the execution order and dependencies in more complex codebases. The insights gathered here lay the
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groundwork for further refinements in IGC, emphasizing the need to balance the structured execution
flow with flexible, user-friendly features traditionally offered by established computational notebooks.

6.4.2 Exploratory Programming

The third case study, focusing on exploratory programming, offers significant insights into how environ-
ments can be tailored to support a prototypical, iterative programming style. In addressing RQ1, the
case study demonstrates that enabling manipulation of execution paths and states is key to enabling
exploratory programming techniques. The Exploratory Programming GUI’s features, such as branching
and the ability to compare execution traces, embody the essence of prototyping and iterative refinement.
These capabilities align with the hypothesis that a flexible, interactive interface can better accommodate
the fluid nature of exploratory programming compared to traditional, rigid edit-compile-run cycles.

An important observation is that the use of execution graphs as a central feature provides an intuitive
representation of the program’s evolving state. This visual approach not only allows navigation through
different sessions but also allows for the detailed tracking of changes as a project is executed. Such a
mechanism directly addresses the common challenges in managing execution state and versioning code
fragments, which are crucial when experimenting with alternative code paths. By permitting users
to branch and manipulate execution histories at a granular level through actions such as inserting or
replacing nodes, IGC reinforces reproducibility and comparative analysis, thereby enhancing the overall
exploratory process.

In considering RQ2, the comparative analysis between IGC and the Exploratory Programming GUI
reveals both strengths and constraints in each approach. IGC’s graph-based model provides fine-grained
control over code execution and state management, which is particularly effective in environments where
explicit visualization of code relationships is paramount. In contrast, the Exploratory Programming GUI
leverages a more familiar, cell-based interface that may offer greater accessibility to users already accus-
tomed to traditional computational notebooks. This difference underscores a key trade-off: while IGC’s
detailed session manipulation and comprehensive execution tree offer high precision, the Exploratory
Programming GUI’s approach can lower the learning curve and facilitate broader language support.

Both environments enhance the exploratory programming experience by providing immediate feed-
back and supporting iterative development, yet they diverge in user interaction and interface complexity.
The Exploratory Programming GUI excels in presenting a unified view of the execution state through
its trace comparison and state management features, thereby simplifying the exploration of alternative
execution paths. However, its reliance on a cell-based paradigm may limit the level of fine-grained control
afforded by a graph-based approach. Conversely, IGC’s session manager and node-level editing enable
precise control over execution sequences, albeit at the potential cost of a steeper learning curve.

Overall, this case study confirms that enabling dynamic manipulation of execution states is critical
for supporting exploratory programming. The features demonstrated by the Exploratory Programming
GUI—such as incremental execution, branch management, and execution trace comparison—highlight
the benefits of an environment designed specifically for experimentation. At the same time, the analysis
underscores the importance of balancing detailed control with accessibility, suggesting that future work
might explore hybrid models that integrate the best of both approaches. These insights contribute to a
deeper understanding of how rethinking source code representation and user interaction can overcome
the limitations of conventional environments, ultimately guiding the development of more effective tools
for exploratory programming.

6.4.3 Complexity Management

Since complexity management is fairly large and the focus on two of the case studies, we will separate it
into two sections:

Simplifying Complexity

Both case study 2 (Code/Documentation Projections) and case study 3 (Architectural Diagrams and
Composition) provide valuable insights into addressing the challenges of complexity management, thereby
contributing to RQ2 regarding the advantages and disadvantages of the proposed environment when
compared to traditional approaches. In the case of PescalJ, complexity is simplified by aggregating
scattered code fragments and documentation into unified, overlapping views. This design leverages spatial
contiguity to alleviate the cognitive load associated with navigating dispersed information, allowing
developers to readily access related code and documentation in a single, coherent workspace. Such
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an approach not only improves code comprehension but also helps ensure that documentation remains
synchronized with the underlying code, directly addressing the need for handling complexity in large-scale
software systems.

Similarly, the introduction of Graph Nodes in IGC, as demonstrated in case study 3, simplifies
complexity by encapsulating entire subsystems into modular components. This modular approach enables
developers to break down a complex codebase into smaller, manageable parts that can be developed,
maintained, and visualized independently. By composing these modular components into higher-level
architectures, IGC creates a dynamic and interactive visualization of the overall system. This method of
abstraction and composition supports RQ1 by showcasing how a redesigned programming environment,
specifically through a graph-based representation, can manage complexity in ways that traditional tools
may not. In both cases, the techniques for simplifying complexity—whether by aggregating scattered
elements or by modularizing the system—demonstrate how rethinking the interface and underlying code
structure can offer significant advantages over conventional approaches.

Code Navigation

Navigating complex codebases is a critical concern that directly relates to both RQ1 and RQ2, and
both case study 2 and case study 3 offer distinct approaches to this challenge. In the PescaJ example,
code navigation is enhanced through projectional views that consolidate interrelated code and documen-
tation into easily accessible workspaces. This approach minimizes the need for extensive file switching
and scrolling, thereby reducing the cognitive effort required to understand intricate method call hi-
erarchies and dependency relationships. By spatially organizing code fragments and their associated
documentation, PescaJ provides a clear pathway through which developers can trace dependencies and
contextual relationships. This method of navigation directly supports RQ2 by illustrating an advantage
of the proposed environment: improved manageability of complex codebases through enhanced visual
navigation.

In contrast, IGC’s use of Graph Nodes, as illustrated in case study 3, offers a graph-based approach
to code navigation that is particularly well-suited to representing complex interdependencies. The ex-
plicit visualization of relationships through graph edges, combined with the modular encapsulation of
code components, allows developers to traverse from high-level architectural overviews to specific code
fragments seamlessly. This multi-layered navigation strategy not only facilitates rapid identification of
dependencies and interactions but also enables detailed inspection of individual modules. Such an ap-
proach embodies the principles outlined in RQ1 by demonstrating how a redesigned interface—rooted
in a graph-based model-—can handle complexity more effectively than traditional linear code represen-
tations. At the same time, it contributes to RQ2 by highlighting both the potential benefits, such as
precise control over code navigation, and some of the limitations, like the possible challenges in managing
deeply nested graph structures.

Overall, the strategies discussed in both case studies underline that reimagining code and docu-
mentation representation through aggregated views and modular graph compositions not only simplifies
complexity but also enhances code navigation. These findings provide strong evidence in support of our
research questions, illustrating that innovative interface designs can address the limitations of existing
tools while offering clear advantages in managing and navigating complex software systems.

6.5 Research Questions

From the design, implementation, and insights gathered throughout the case studies, we can directly
address the research questions as follows:

6.5.1 Research Question 1

RQ1 asks: How can a programming environment be redesigned, specifically in the source code represen-
tation and interface, to take advantage of incremental programming techniques, exploratory programming
methods, and the handling of complexity usually found in software projects?

The case studies clearly demonstrate that a graph-based model provides a rich and expressive way
to represent and manage code. For incremental programming, as shown in the comparison between
Jupyter Notebook and IGC, the graph-based interface enables an explicit depiction of code fragments
and their execution order. This design not only preserves the benefits of immediate feedback and rapid
prototyping but also reduces the risk of inconsistencies by visualizing the execution sequence through
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edges in a directed graph. The clear, modular presentation of code through nodes directly addresses the
challenges found in traditional, linear notebooks.

In the realm of exploratory programming, the session system and projectional views in IGC offer
a significant advancement over conventional cell-based interfaces. By allowing users to manipulate ex-
ecution paths and branch out from any point in the execution graph, IGC supports a fluid, iterative
exploration process. The ability to compare different execution sessions and visualize the complete ex-
ecution history addresses the shortcomings of rigid edit-compile-run cycles, thereby fulfilling the needs
identified in RQ1.

Regarding complexity management, the graph-based representation excels by providing multiple, cus-
tomizable views. As demonstrated in the Code/Documentation Projections and Architectural Diagrams
and Composition case studies, developers can aggregate dispersed code and documentation into coherent
workspaces and encapsulate entire subsystems into modular Graph Nodes. Such modularity not only
simplifies the visualization of complex software architectures but also allows for the consolidation of
large graphs into subgraphs, akin to constructing dynamic, executable UML diagrams. This flexibility
in presentation, achieved through various projection settings, directly supports the goal of rethinking
source code representation to better handle the complexity inherent in modern software projects.

Overall, the redesigned environment, centered around a graph-based model, effectively leverages incre-
mental and exploratory programming techniques while also offering powerful mechanisms for complexity
management. This comprehensive approach directly responds to RQ1 by demonstrating that a graph-
centric interface can capture and present a wealth of information, thereby enhancing both usability and
the overall development experience.

6.5.2 Research Question 2

RQ2 asks: What are the advantages/disadvantages of the proposed environment when comparing them
to different environments that specialize in incremental programming, exploratory programming, or the
handling of complexity usually found in software projects?

Across the case studies, several key points emerge regarding the comparative merits of the proposed
graph-based environment:

Incremental Programming: By contrasting IGC with Jupyter Notebook, we see that the graph-
based model in IGC introduces transparency in execution order and dependency management. While
Jupyter Notebook excels in providing immediate, embedded feedback through its cell-based execution
model, it suffers from potential inconsistencies due to arbitrary cell execution. IGC mitigates this
risk by enforcing a clear, visual execution sequence through its graph representation. However, IGC’s
current limitations, such as the handling of rich media outputs and the one-to-one mapping of code
to documentation, highlight areas for further refinement. These advantages and disadvantages provide
a balanced perspective on how a graph-based interface can both improve and challenge established
practices.

Exploratory Programming: The exploratory programming case study illustrates that IGC’s ses-
sion system, with its capacity for fine-grained control over execution paths, offers enhanced reproducibility
and precision compared to traditional cell-based approaches. The ability to insert, replace, or branch
nodes provides developers with a robust toolkit for iterative experimentation. Nonetheless, while IGC
delivers detailed control, it comes at the cost of a steeper learning curve compared to more familiar, linear
interfaces like the Exploratory Programming GUI. This trade-off underscores the importance of balanc-
ing detailed control with usability—a core consideration when evaluating the benefits of the proposed
environment.

Complexity Management: Both the aggregation of code and documentation in PescaJ and the
modular composition via Graph Nodes in IGC reveal significant benefits in managing software com-
plexity. IGC’s graph-based interface not only supports the visualization of intricate execution paths
and interdependencies but also allows for the creation of modular subgraphs that serve as high-level
abstractions. This capability facilitates navigation through complex codebases and enables developers
to create dynamic, executable representations of system architecture. Yet, the richness of the graph
can potentially overwhelm users if not properly managed through effective projection and consolidation
tools. Thus, while the graph-based approach provides a more comprehensive view compared to linear
representations, it also introduces challenges that must be carefully addressed to avoid cognitive overload.

In summary, the comparative analysis across the case studies highlights that the graph-based model
in IGC offers distinct advantages in terms of explicit execution ordering for incremental programming,
enhanced exploratory capabilities, and different complexity management tools. At the same time, it
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reveals certain limitations, such as handling media outputs, documentation flexibility, and potential
interface complexity, that require further investigation. These findings, therefore, provide an answer
to RQ2, affirming that while the proposed environment has considerable strengths in addressing the
shortcomings of traditional tools. However, areas still remain for improvement to realize its potential
fully in various development contexts.

6.6 Limitations

While the case studies presented provide valuable insights into the potential advantages of a graph-based
programming environment, it is important to acknowledge several limitations and threats to validity that
may affect the generalizability and interpretation of these findings.

6.6.1 Threats to Validity

The following are potential threats to the validity of the research findings focusing on construct, internal,
and external validity:

Construct Validity

Construct validity is challenged by both the measures used to evaluate the environment’s benefits and
the potential for vague or inconsistent definitions of key criteria. In the case studies, we relied on
qualitative observations to assess aspects such as the clarity of execution paths, code modularity, and
overall system visualization. Although these observations provide a useful narrative, they may not
capture the full spectrum of performance metrics, such as productivity improvements or error rates,
that would be ideal for evaluating incremental, exploratory, and complexity management techniques.
Additionally, without precise definitions for improvements in usability, performance, or functionality,
there is a risk that our evaluations might inadvertently measure aspects different from those we intended
to capture. For example, while our studies highlight features like explicit execution pathing, session
manipulation, and modular code aggregation, it remains unclear whether these improvements translate
into faster project development, better user comprehension, or more effective code maintainability.

We acknowledge that this ambiguity can lead to subjective interpretations, where personal judgment
may fill the gaps left by the lack of clear, objective criteria. As a result, the benefits observed in IGC
might be overemphasized or underreported based on the evaluator’s understanding of what constitutes
an improvement. Given the current constraints and in the absence of a dedicated user study with more
concrete quantitative metrics, we believe that our qualitative assessments represent the best analysis
possible at this stage of research. In future work, we plan to incorporate a user study with quantitative
measures and to establish more rigorous and explicit definitions for these evaluation metrics. This
approach will help ensure that our measures consistently reflect the intended aspects of incremental
programming, exploratory programming, and complexity management within IGC.

Internal Validity

Internal validity is influenced by the subjective nature of our evaluations. Since the analysis is primarily
based on qualitative observations of IGC’s features. There is a possibility that personal preferences
and expectations have shaped our assessments. For example, a strong belief in the superiority of the
graph-based model may have led to rating its benefits, such as the clarity of execution paths or the ease
of managing complex architectures, more favorably than they might otherwise be perceived.

This subjectivity presents a clear threat to internal validity. Our judgments, made during the ex-
amination of IGC alongside tools like Jupyter Notebook, PescaJ, and the Exploratory Programming
GUI, may reflect inherent researcher bias. The controlled conditions of the case studies and the specific
design choices of IGC could have contributed to these biases. An evaluator predisposed to favor a mod-
ular and visual representation of code is more likely to highlight the strengths of IGC, while alternative
perspectives may have emphasized different aspects or limitations.

To mitigate these issues in future work, it would be valuable to incorporate controlled experiments or
blinded assessments. These approaches would help ensure that evaluations of IGC’s features are based on
more objective criteria and reduce the influence of individual bias. In doing so, a more balanced compar-
ison of the benefits and limitations of the proposed environment could be achieved. This would provide
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a better basis for drawing conclusions about its effectiveness in supporting incremental programming,
exploratory programming, and complexity management.

External Validity

External validity is limited by the qualitative nature of these case studies and by the particular contexts
in which they were conducted. Although we have identified which features are present in the proposed
environment, such as explicit execution sequencing, session manipulation, and modular code aggregation,
it is difficult to state whether one version is better than another in terms of qualitative performance.
We can describe the existence and functionality of these features, but measuring their impact beyond
qualitative observations and simple quantitative metrics like execution time remains challenging.

The scenarios used in these case studies may not fully represent the diversity of real-world software
development environments. While the detailed examples and use cases illustrate the potential of a graph-
based model for handling incremental and exploratory programming as well as complexity management,
these results may not generalize to all programming environments or development contexts. The case
studies were conducted in specific settings with targeted examples, and the extent to which these findings
can be applied to broader or different software systems remains an open question. A user study incor-
porating quantitative measures such as task completion time, error rates, and user satisfaction would
be necessary to further validate these observations and to assess the practical impact of the proposed
environment in a broader range of development contexts.

6.6.2 Specific Feature Limitations

The following are specific limitations of the current implementation of IGC:

No Interactable Terminal. The current implementation of IGC lacks an interactable terminal, which
limits the user’s ability to execute code snippets directly within the environment. While the graph-based
model offers a structured approach to code execution, the absence of a terminal interface may hinder the
user’s ability to interact with code in real time. Future iterations of IGC could benefit from incorporating
a terminal feature that allows users to execute code fragments and view outputs within the environment,
thereby enhancing the interactive programming experience.

Language Support. The current implementation of IGC is tailored to Python, which may restrict
its usability for developers working with other programming languages. While the graph-based model
is language-agnostic in theory, the lack of language-specific support for other languages could limit the
tool’s adoption in diverse development environments. Future work should focus on expanding language
support by implementing language-specific execution environments and analyzers, thereby broadening
the tool’s applicability across different programming paradigms.

Projection Views are Read-Only. The projection views in IGC are read-only, meaning that users
cannot directly interact with the code or documentation displayed in these views. This is not the case
for computational notebooks, where this view is the main view and is interactable. This limitation may
hinder the user’s ability to edit or modify code fragments within the projection view, potentially reducing
the tool’s flexibility for exploratory programming and rapid prototyping. Future iterations of IGC could
enhance the projection views by enabling direct editing of code and documentation, thereby providing a
more seamless and interactive programming experience.

Not Functionally Pure. The current implementation of IGC is not functionally pure, meaning that
it does not enforce a purely functional programming paradigm. IGC graph nodes have no direct input
or output. Instead, they just take the entire execution state at the time of execution. Functionally
pure programming would allow for the user to explicitly define the variables and what they expect as an
output. This would especially be useful for GraphNodes where the contents of this node are not always
known. Having explicit typing would allow the user to know exactly which nodes can be switched out
and which nodes are dependent on other nodes. It might be beneficial in the future to have an option
to make a project functionally pure if they so choose.
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Graph Node Cycles. Another limitation of the current implementation is the potential for graph
node cycles. In the current system, there is no check to see if a graph node references an IGC file that
contains another graph node referencing the original graph node. This could cause an infinite loop in
the system. In the future, it would be beneficial to add a check to see if a graph node references another
graph node that references the original graph node. However, this might be the intended functionality for
the user. This limitation relates to issues relating to the Halting Problem [79], which could potentially
be mitigated by estimation techniques such as the work done in [80].

6.6.3 Qualitative Nature of the Case Studies

As reiterated in the threats to validity, it is also important to note that the current evaluation is largely
qualitative. While this approach has allowed us to explore and illustrate the benefits and limitations
of the graph-based model in depth, a quantitative user study would offer additional insights. Such a
study could measure aspects such as task completion time, error rates, and user satisfaction, thereby
complementing the qualitative findings and providing a more robust evaluation of the environment’s
effectiveness.

6.6.4 What we would do differently

Systematic Execution Stategy. The current implementation of IGC lacks a systematic execution
strategy inside the IGC source code that would allow users to define the order of execution explicitly.
More specifically, execution is entangled with many different processes and dependencies within the IGC
codebase. This is not only a problem for the maintainability of IGC, but more importantly, when it
comes to extensibility for the user if they wanted to make custom IGC functionality. Execution is one
of the most important elements of a programming environment. Currently, there are some APIs that
the user would need to call in their components that handle the execution, however, these APIs are not
explicit and the side effects of calling these APIs are not well documented. If this execution process was
better outlined, but would be more maintainable and extensible for the user.

Language Manager Point of View. As the IGC was just a prototype, the effort was devoted
towards the interface and functionality. The programming language was just a Python implementation.
The programming language decisions should have been more of a standpoint of using an unknown
language instead of knowing about the Python implementation. The implementation did try to make
the implementation as language-agnostic as possible; however, there are no great ways to deal with
managing a generic language since we knew the features of Python beforechand. For example, state
management and interacting with a language binary is not well-defined for a generic system in the
current implementation.

In the future, we will create a language manager that will allow the user to add, remove, and/or
interact with a language instance. Then the specific IGC functionality will be defined by the user at the
language manager level. This will allow for a more generic system that can be used for any language.
It would also be nice in the future to allow for a REPL kernel system in case the user wants to use a
language that is not supported by IGC.

Experiementing with Different Front End Technologies. There were several different front end
technologies that could have been experimented with:

Since we were more familiar with React and React has a larger community, we decided against using
Angular. In retrospect, Angular could have been a better choice due to its MVC architecture. Specifically,
when it comes to the views and the component inheritance, Angular might have been a better choice as
these are explicit features normally found in MVC architectures.

Another technology that could have been experimented with is different graph libraries. The current
implementation uses ReactFlow. ReactFlow is a great library for creating graphs and was chosen as it
met all of the requirements in the design section, however, it is not the most performant. There are
other libraries, such as D3.js, that are more performant and have more features. In the future, it would
be beneficial to experiment with different graph libraries to see if there is a better alternative.

The current implementation uses Material-UI and custom CSS modules for styling. There have been
issues with conflicting styles coming from the two systems. An interesting system for styling could have
been to use Tailwind CSS. Tailwind is a CSS framework that is gaining popularity where the user uses
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predefined CSS classes directly in the front end code. It would have been beneficial to experiment with
Tailwind CSS to see if it would have been a better choice for styling the IGC interface.
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Related work

The following section will discuss related work in the field of code visualization, interactive programming
environments, and model-driven development. We will also discuss the relevance of visual programming
languages and alternative code structures in the context of IGC.

7.1 Other Computational Notebooks

The following are some notable computational notebooks that have some unique features that could be
relevant to IGC in terms of immediate code feedback and shareability:

Observable. Observable! is a reactive computational notebook that updates as users interact with it.
Observable is a web-based platform that allows users to create and share interactive visualizations, data
analyses, and other computational narratives. Observable’s reactive programming model enables users
to create dynamic, interactive visualizations that update in real time as users interact with the code.
Observable’s notebook interface is similar to IGC’s graph-based editor, but Observable focuses on data
visualization and reactive programming, while IGC is designed for general-purpose programming and
code visualization. The reactive programming model in Observable might be an interesting feature to
explore in IGC to enable real-time updates in the graph-based editor. However, a major reason for not
adopting this model is that it might run into conflicts potentially with graph nodes cycles (discussed in
section 6.6.2)

Deepnote. Deepnote? is a cloud-based computational notebook designed for real-time collaboration,
enabling teams to work on data science projects together seamlessly, much like Google Docs for Jupyter
notebooks. It extends the traditional Jupyter environment with features such as live co-editing, inline
comments, and version control, making it ideal for collaborative data analysis and educational settings.
Deepnote supports Python, SQL, and other languages, with built-in integrations for popular data sources
like Snowflake, BigQuery, and PostgreSQL, allowing users to query, analyze, and visualize data directly
within the notebook. Its automatic environment management ensures that dependencies are consistently
configured across projects, eliminating setup issues. Implementing real-time collaboration features in IGC
could enhance its usability for pair programming and team-based software development. This way, users
would not necessarily need to share notebooks through files, but rather live representations. This is an
ambitious feature that would require a high level of server synchronization through web sockets or other
technologies.

7.2 Model-Driven Development

The more abstraction that can be done to resemble design patterns, the more this approach seems to
imitate the goals of Model-Driven Development (MDD). MDD is a software development approach that
focuses on creating and utilizing abstract models. MDD prioritizes the design aspect of the software,
using models as simplified representations to guide code generation and other development processes [33].
However, the consequences of a model-first approach in MDD include challenges like redundancy in

Ihttps://observablehq.com/
?https://deepnote.com/
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managing multiple model representations, difficulties in formalizing a standard modeling language, and
increased complexity in managing model relationships [81]. IGC differentiates itself from MDD by offering
a classical coding-first approach through REPLs that can later be abstracted to design patterns instead
of the other way around.
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Figure 7.1: Example of a Model-Driven Development (MDD) environment in Eclipse.

7.3 Visual Programming Languages

Visual Programming Languages (VPLs), like MDD, have many overlaps with the aspirations of IGC.
VPLs are about transforming visual representations into program logic. One example of a VPL is Scratch.
Scratch is a block-based programming language that allows users to create interactive stories, games,
and animations by snapping together visual blocks that represent code constructs. Scratch is designed
to be intuitive and accessible, making it ideal for beginners and children to learn programming concepts
without needing to write code. VPLs like Scratch offer a visual, interactive environment that simplifies
the programming process and encourages creativity and experimentation.

One of the most relevant subsets of VPLs is called Node Graph Architecture (NGA), which is about
representing code statements into nodes of a graph. This architecture is at the extreme end of the
visualization and abstraction of what IGC is trying to accomplish. IGC differs as it is meant to be a
hybrid environment between classical text development. However, one can not understate the relevance
of VPLs.

7.4 Projectional Views

Besides PescaJ [48] that was mentioned in the case study, there are other works that have explored
projectional views. The following are some notable examples:

Hover Tooltips / IntelliSense. Hover tooltips and IntelliSense are common features in modern code
editors that provide contextual information about code elements as users interact with them. These
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features offer a form of projectional view by displaying additional details like type signatures, documen-
tation, and method signatures when users hover over or select code elements. IntelliSense, in particular,
offers code completion suggestions based on the current context, helping users write code more effi-
ciently and accurately. These features are widely adopted in popular code editors like Visual Studio
Code, IntelliJ IDEA, and Eclipse, enhancing the coding experience by providing real-time feedback and
guidance.

Lorgnette. Lorgnette [82] is a framework that allows developers to create, customize, and integrate
code projections within their code editors. It is designed to be language-agnostic and adaptable, sup-
porting projections based on textual patterns, syntax trees, and runtime data. Unlike many projection
systems that are rigid and hardcoded for specific languages or environments, Lorgnette allows users to
define their own projections without altering the underlying editor. This enables dynamic, context-
aware interactions such as inline data visualizations, variable tracing, and form-based code manipulation
directly within the coding environment.
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Figure 7.2: The Lorgnette interface.

At its core, Lorgnette operates on a bidirectional mapping system, ensuring seamless synchronization
between the code and its visual projections. Users can define projections through specifications that
outline conditions for activation, data extraction patterns, and UI behaviors. The framework’s mod-
ular design promotes reusability, allowing the same projection to be applied across multiple languages
and contexts with minimal adjustments. Lorgnette integrates smoothly with popular code editors like
VSCode, supports runtime data interaction via the Debug Adapter Protocol, and offers a rich ecosys-
tem for creating interactive, domain-specific projections that enhance code readability, debugging, and
exploratory programming workflows.

7.5 Alternative Code Structures

Other works have investigated alternative ways of structuring and visualizing code beyond the con-
ventional file-system organization found in IDEs or the linear sequence of code cells in computational
notebooks. The following sections describe several notable approaches.

Code Bubbles. Code Bubbles affords the visual organization of code fragments by representing them
as individual ”"bubbles” that can be arranged and grouped on the working pane. This approach enables
developers to visually manage code fragments, facilitating reading, editing, and navigation. Evaluations
of Code Bubbles indicate that users spend significantly less time navigating when performing code
comprehension tasks and benefit from improved support for multitasking and breakpoint debugging [83,
84].
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The Link Environment. The Link environment, developed by MakinaRocks®, enhances Jupyter
Notebooks by adding a visual display that represents code cells as nodes within a graph. In this system,
code cells are depicted as pipeline components that are interconnected by dependency edges. Users can
click on a node to trigger the execution of that code cell along with the cells it depends on, following the
prescribed dependency order. This visual pipeline assists users in tracking and managing the evolution
of their code, although it does not allow for the simultaneous exploration of alternative execution paths.

2D Cell Layout in Notebooks. Harden et al. have explored an alternative Notebook design featuring
a two-dimensional cell layout [12]. This 2D layout enables non-linear code narratives and introduces
a form of branching that conventional Notebooks do not support. Their user studies reveal that this
structure promotes exploratory programming by making it easier to branch analyses and compare results.

7.6 Smalltalk

Smalltalk [85] is the first object-oriented programming language and offered the first graphical user
interface [86]. Both of these transformed the way developers interact with software. Introduced in
the early 1970s, Smalltalk built upon earlier ideas from LISP [87] and improved on just-in-time (JIT)
compilation techniques. In Smalltalk, translation to machine code is performed on demand, with the
compiled code cached for later use. When memory becomes limited, the system discards some of this
code and regenerates it as needed [88]. Later, Sun’s Self language refined these approaches, achieving
performance close to half that of optimized C while retaining a fully object-oriented framework [89].
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Figure 7.3: A Visual Smalltalk Development Environment (Squeak).

A key similarity between Smalltalk and IGC is their execution approaches. Smalltalk’s JIT mech-
anisms support dynamic, on-the-fly code execution instead of the classic compile everything approach.
There are many overlaps with IGC’s focus on incremental execution. Both systems aim to provide a
more interactive and dynamic programming experience by allowing developers to modify code and see
the results immediately.

Another important overlap lies in Smalltalk’s adoption of an object-oriented programming paradigm.
Smalltalk introduced the concept of treating every element as an object, a design choice that not only
fosters modularity but also lays the groundwork for visual environments where developers can interact
with objects directly [90]. IGC similarly abstracts code where we represent the code base flow as a
graph representing all components of a software system as nodes. In both cases, the systems encapsulate
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functionality and manage complexity through different abstractions, though IGC leverages this idea in
a visual and structured manner through sub-graphs.

A major difference, however, is that Smalltalk is fundamentally a programming language with an
integrated, live development environment, whereas IGC is primarily focused in being a programming
environment. Smalltalk is centered on its language and the manipulation of a live system image, enabling
comprehensive object manipulation. In contrast, IGC focuses on providing tools for managing large-scale
software complexity by visualizing project flow.

In summary, Smalltalk and IGC share many overlapping principles. Both systems promote dynamic
programming and code abstraction. However, while Smalltalk is a complete programming language with
an integrated development environment, IGC is designed as a programming environment to manage the
complexity of modern software projects through a visual, graph-based approach.
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Chapter 8

Future Work

IGC is an ongoing project with many features and improvements to be made. This chapter outlines some
of the proposed ideas and features to be implemented in the future.

8.1 Documentation / Visual Features

The following features are focused on improving the documentation and strictly visual aspects of IGC.

8.1.1 Label Nodes

Currently, only documentation nodes are used to provide information about the project. This is useful
for explaining code or other specific context relating directly to a node; documentation nodes must be
attached to node. However, there are times when a user may want to provide a label for a node that is
not directly related to a node but the system as a whole. For example, if there was a project containing
many IGC graphs, the user might want to create a label to provide documentation concerning what the
purpose of this particular graph is. We propose adding a “Label Node” that the user can place anywhere
on the graph to provide this information.

Another aspect of the label node could be to outline a specific area of the graph. This could be useful
for explaining a specific section of the graph or for providing a title for a section of the graph. We see
many use cases where this would particularly be useful in the context of trying to make more descriptive
sudo-uml diagrams. The label node would be an excellent tool for narrative purposes that do not relate
to specific nodes.

8.1.2 Documentation Chaining

Documentation nodes are currently fairly limited. One documentation node can be attached to one
node. When this documentation node is attached, it will always show above the context it is referring
to (for example, above the code in a code node). We propose adding the ability to chain documentation
nodes together. This would allow the user to attach multiple documentation nodes to a single node.
The user could then also control whether the documentation node should show before or after the node
it is attached to. This would allow for more complex documentation to be created and displayed. This
would solve a limitation currently present compared to typical computational notebooks where the user
has full access over how many markdown cells they can add and where they can place them.

8.1.3 More Granular Edge Control

Currently, the user has no control over the actual edge that is drawn between two nodes. We propose
adding the ability to control the edge that is drawn by potentially adding a control point when dragging
an edge on the graph. This would allow the user to create more complex graphs and potentially make the
graph more readable. It is very difficult to create an edge pathing algorithm that does not overlap with
any other edges in the graph. The feature would allow the user to manually control the edge pathing
to avoid overlapping edges or if they have some specific design in mind. With the creation of control
points, the implementation would also have to take into account on how to remove these control points.
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8.2 Language Support

Language support was a large topic of discussion throughout this thesis. The following features are
focused on improving the language support in IGC.

8.2.1 Implement different programming languages

Currently, IGC only supports Python. We propose adding support for other programming languages,
especially those with different paradigms. This would allow IGC to be used in a wider variety of projects
and would make it more accessible to a wider audience. It would also serve as a good test of the flexibility
of the system. Some languages in mind are purely functional languages such as Haskell and strong typed,
compiled, and heavily used industry languages such as C# or Java. It might be interesting as well to
experiment with some obscure cases such as HTML/CSS or SQL. The easiest language we have in mind
to implement is JavaScript, as it is very similar to Python as they are both interpreted and offer many of
the same paradigms (OOP, functional, etc). Adding a new language would be a great test of the system
and would allow us to see how well the system can be adapted to new languages.

8.2.2 Language Manager / Control Component

With additional languages being added to the system, it would be useful to have a language manager
or control component. This component would allow the user to provide a language server or a language
grammar to the system. It would also allow the user to interact with the language. For example, the
user could install pip libraries or npm packages. This would allow the user to have more control over the
language they are using and would make it easier to use IGC with a wider variety of languages.

8.2.3 Language Execution / Interactions

One potential method of integrating new languages into IGC would be to use language servers. Lan-
guage servers are programs that provide language-specific features to an editor or IDE. They provide
features such as code completion, go to definition, and find references. By using language servers, we
could potentially add support for many languages with minimal effort. This would need to be further
investigated to see what features it can offer and what features are missing.

Another method of integrating new languages into IGC would be to use memory-based kernels.
Kernels are how many computational notebooks execute code, however, IGC uses a disk-based execution
model (described in section 6.3.1) which offers many features that are not present in the kernel system.
If the user would like to use a language that is not supported by IGC, they could potentially use a
memory-based kernel to execute code in that language in the meantime. Since the kernels are already
developed as part of the computational notebook ecosystem, it would offer almost immediate support
for many languages. Maybe this option between disk-based and memory-based kernels could be a user
choice through the language manager component.

8.3 Integrated Version Control

Version control is an important feature for many large projects. The following features are focused on
improving the version control in IGC.

8.3.1 Direct Integration

Currently, IGC does not have a direct implementation of version control. We satisfied the version control
condition by making everything file-based and allowing the user to use their own version control system.
However, it would be beneficial to have a direct implementation of version control in IGC, as is the case
with many IDEs.

Two examples of an implementation are from Kery et al.: Verdant [9] and Variolite [7]. Verdant is
a cell versioning tool, and Variolite promotes exploratory programming features through code cells that
can have ‘variants’. This would allow the user to see the history of a node, see what changes have been
made, and potentially revert to an older version of a node. This would be a very useful feature for many
users.
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8.3.2 Graphical Diffing

Given the graph structure, IGC has the potential to utilize more efficient diffing algorithms. Traditional
text-based diffing methods like the Myers Algorithm can serve as a fallback, but exploring hybrid ap-
proaches could optimize performance. This would allow the user to see what changes have been made
to a graph and would make it easier to understand the changes that have been made. This would be a
great optimization and really utilize the environment to the fullest.

8.4 Usability Enhancements

The following features are focused on improving the usability of IGC.

8.4.1 Make Projectional Views Editable

Currently, projectional views are read-only. We propose making projectional views editable. This would
allow the user to edit the code in the projectional view and have the changes reflected in the graph.
The projectional view allows users to have a computational notebook-like experience, but it is currently
read-only. Making it editable would allow users who commonly use computational notebooks to have a
more familiar experience. It would also allow users to edit the code as they see it instead of going back
and forth to the code view.

8.4.2 Allow Input Terminals

IGC does not accept any input from programmable sources; a user can not enter any input that the
program asks for. Allowing the user to input data through a terminal would allow the user to do the
same functionality as they would in any other environment. This would be useful for many scripts that
require user input and allow the user to interact with the system in a more dynamic way.

Different types of inputs could also prove useful. For example, the user could use a slider to manipulate
a variable or a color picker to select a color. This would allow the user to interact with the system in a
more visual way and would allow the user to see the changes in real time.

8.4.3 Execution Recommendations through Dependency Tree

The dependency tree creation is a powerful tool that can give clarity to the user on how the nodes are
connected without any execution. We propose using the dependency tree to give execution recommen-
dations to the user. Helpful recommendations would be useful for the user to know the prerequisites
before executing a particular node and, conversely, to prevent the user from executing nodes that are
not necessary.

8.4.4 Threading Execution Relationships

Currently, IGC executes nodes in a linear fashion. We propose adding the ability to execute nodes in
parallel. For example, if the user wants to execute thread-blocking tasks (such as a server or a long-
running task), they could execute these tasks in parallel with other tasks. The idea is to allow the user
to define diverging execution branches. The diverging branches would signify that the nodes are to be
executed in parallel. Potentially, the user could define a case where execution paths converge, signifying
the two threads should be joined back together. This would allow the user to have more control over the
execution of their code and would allow them to execute tasks in parallel.

One consideration to take into account is that this would work well in a disk-based language imple-
mentation, as both processes could start from a shared state file. The method could still work with a
memory-based kernel, but the implementation might get complex as there would have to be a fork in
the process and it is unclear if kernels support this.

8.4.5 Reactive Programming

Reactive programming is a programming paradigm that is based on the propagation of change. It is a way
of programming with asynchronous data streams. While there are use cases where reactive programming
is not necessary, there are many cases where it is very useful. Reactive programming works well with
exploratory programming as it allows the user to see many different changes in real time. Reactive

102



CHAPTER 8. FUTURE WORK

programming could also prove useful in educational or demonstrative environments. We propose adding
an optional reactive programming implementation to IGC if the user wants to use it.

8.5 Long-term Viability Features

The following features are focused on improving the long-term viability of IGC. These include features
that would make IGC more scalable, more maintainable, and general ‘quality-of-life’ improvements.

8.5.1 Graph Node Cycle Detection

Currently, IGC does not have any cycle detection. We propose adding methods to estimate cycle detection
to IGC. The equivalent of this in common programming terms is an infinite loop. The user still can
have these infinite loops in their code, it is just that the added implementation of graph nodes allow for
another class of infinite loops. By warning the user of potential infinite loops or creating cycles, we can
ensure that the graph is always in a good state.

8.5.2 Graph Node Enhancing Functionality

Currently, graph nodes are very limited. They can only be used to group nodes together. If a graph
node is included in a projectional view or a dependency calculation, it is simply ignored. In the future,
more support for graph nodes in several different applications should be implemented. Graph nodes are
an essential building block of IGC so it is important to support them in as many ways as possible.

8.5.3 Purely Functional Programming Options

IGC currently has no pure functional options. This makes it hard to know what IGC components can be
substituted for other components. We propose adding the option to specify strict types for graph nodes.
There are many ways we could implement this. A simple way is to have the user specify directly specify
the input and the output types for a graph. Another, in our opinion, more interesting way is to have the
user define sources and sinks. Sources would behave as expected input variables (similarly to the start
node that takes in null) to the graph, and sinks would behave as expected output variables. From these
sources and sinks, the user can explicitly define expected types for both input and output. The graph
nodes would then have associated types that allow for type checking and type inference.

8.5.4 Debugging Tools

Debugging is a valuable tool for any programmer. Even simple debugging tools that allow the user to
stop and start execution line by line would be very useful. This would allow the user to see what is
happening in the graph and would allow them to see what changes are being made. This would be a
very useful feature for many users.

8.5.5 In-depth Scalability / Performance Testing and Optimization

For any programming environment, scalability and performance are crucial. We propose doing in-depth
scalability and performance testing and optimization. This would involve testing the system with many
different graphs and many different nodes. It would also involve testing the system with many different
users and many different use cases. This would allow us to see how well the system performs and how well
it scales. We would also be able to see where the system is lacking and where it needs to be improved.

The data structure of the IGC files and sessions could potentially be enhanced. Currently, nodes and
edges exist as lists in the JSON file. This could be changed to a more efficient data structure like a hash
table or tree. This would allow for faster access to nodes and edges and would allow for faster graph
creation and manipulation.

Different technologies could also be used to enhance the performance of IGC. For example, a different
graphing library focused on scalability and the exact needs for IGC could be tested to compare with
the current ReactFlow system. This could potentially make the graph render faster and make the graph
more responsive. Different Ul enhancements could also be used to make the system more responsive and
more user-friendly.
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More testing and profiling could also be done to see where the system is lacking and where it needs to
be improved. It would also be useful to create more comprehensive unit testing throughout the system
to ensure that all features and the system in general is working as expected throughout development
(especially on commit pushes).

8.6 Transition / Compatibility Features

The following are features that would make it easier for users to transition to IGC and would make it
easier for users to use IGC in their current workflow.

8.6.1 Split Nodes

The ability to split nodes would be a useful feature for many users. This would allow the user to split a
node that contains many different statements of logic into multiple nodes, each with its own purpose. We
can see cases where potential users define a class along with methods in a single node out of convenience.
The user could then split this node into a class node and the corresponding method nodes. Splitting
nodes would be a convenient feature that would help users quickly develop their graphs and make them
more readable.

8.6.2 Infer Node Types

Another quality-of-life feature would be to infer node types. This would allow the user to write code
in a base node and have the system infer the type of the node automatically based on the syntax. The
analysis functionality would most likely need to get involved to do this code inference. This would be
useful for many users as it would allow them to quickly develop their graphs and would make it easier
to understand the types of nodes.

8.6.3 Conversion Tools

This thesis attempts to bridge the gap between incremental programming and complex software develop-
ment environments. A great way to help the transition from these environments to IGC would be to have
conversion tools. For example, a user could convert a computational notebook or a typical text-based
environment to an IGC project. This would allow the user to take their existing work and convert it to
IGC. The same goes in the other direction. If the user wants to have a final solution in a computational
notebook or a text-based environment, they could convert their IGC project to that format. This feature
would be valuable for many users who want to experiment and explore the IGC workflow.

8.7 Analysis Tools

The following features are focused on improving IGC through user feedback.

8.7.1 User Study

A user study would be very insightful for IGC. A user study would allow us to see how users are using
IGC and what features they are using. It would also allow us to see what features are missing and
what features need to be improved. Originally, we wanted to do a user study for this thesis, but due
to time constraints and the difficulty finding participants willing to do long coding tasks in multiple
environments, we were unable to do so. A user study would be very beneficial for IGC and would allow
us to get quantifiable data on how well the system is working.

8.7.2 User Data Metrics

A potential feature that would be very insightful for IGC would be to collect anonymized user data.
This data would give similar data as a user study, but would be collected over a longer period of time.
This data would allow us to see how users are using IGC and what features they are using. Currently,
we have no way of knowing how users are using IGC which is a significant bottleneck for improving the
environment.
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8.8 Further in the Future

The following features we find interesting and ambitious for IGC, but not vital to the main functionality.
These features would take a fair amount of time to implement.

8.8.1 Component Marketplace

A component marketplace where users could upload and download custom components would be a
very useful feature. This would allow users to share their work with others and would allow users to
use components that they would not have been able to create themselves. It is a key feature that
supports extensibility and promotes the open-source community. Various programming paradigms could
be implemented in these components, and special unthought-of views could be added to the system.
Creating a database of components is almost an independent project in itself, but it would be very useful
for the future of IGC.

8.8.2 Live Collaboration

Collaboration is very important within software development. Version control supports a lot of the needed
collaboration efforts, however, an extreme approach would be to have a live session that multiple users
on different computers could interact with. We can see this being used in team stand-ups or educational
settings for explaining code. Deepnote (section 7.1) is an example of a computational notebook that
supports live collaboration. Similarly, there are VSCode extensions that allow for live collaboration in
text-based environments as well. This would be a very ambitious feature for IGC, but it would be very
useful for many users.

8.8.3 Porting IGC to Cloud-based Environment and System Application

Out of the other potential future features in this section, this is not as ambitious as the others. IGC is
a web-based application with electron integration. For a cloud-based environment, development would
have to be done to become compatible with a cloud-based file system, but it can mostly be ported over
seamlessly. This would be a very similar process as many computational notebooks have already been
ported to the cloud. The system application can actually be made with the current implementation
of IGC. We would just need to use electron to package the application and distribute it. More testing
would have to be done to ensure that the system application works as expected, but it should be fairly
straightforward. Porting IGC to both of these environments would make it more accessible to a wider
audience.

8.8.4 Al-Powered Code Completion

The use of Al-powered code completion is becoming more common in software development [91]. It
can help developer productivity, reduce cognitive load and improve code quality. By leveraging machine
learning and natural language processing, this feature provides intelligent, context-aware suggestions that
help developers write code faster and with fewer errors. It streamlines repetitive tasks and promotes best
coding practices through smart recommendations. A potential use case for this feature is to estimate
logic between two nodes given a description or a set of example inputs and outputs. Incorporating Al-
driven code completion not only can make IGC more competitive but also create a more user-friendly
environment that can adapt to the evolving needs of modern developers.

8.8.5 Polyglot Programming

Polyglot programming is the practice of writing code in multiple languages. This would be useful
as different languages are better suited for different tasks. IGC could potentially support polyglot
programming by allowing the user to write code in code nodes, each using a different programming
language. This would be a very ambitious feature for IGC, but it could be very useful. This would
allow the user to use the best language for the task at hand and would allow the user to use IGC in a
wider variety of projects. Polynote! is an example of a computational notebook that supports polyglot
programming.

Thttps://polynote.org/latest/
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A way to implement this feature would be to wrap each node with a language-specific microservice
translation layer. For example, a code node containing Python could be requested to execute the code
with parameters containing generic data from the previous state. The translation layer would be in
charge of taking the request parameters and converting them to a format that the Python interpreter
can understand. The translation layer would then execute the code and translate results back to the
original input format as a new state. This would be a very complex and ambitious feature to implement,
but it would be useful for many users.
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Conclusion

This thesis sets out to address a challenge in software development: the need to reconcile the rapid,
interactive feedback and exploratory nature of IPEs with the structured, scalable, and maintainable
characteristics of traditional text-based IDEs. By reimagining source code representation as a graph,
containing a network of interconnected nodes and relationships, this work introduced IGC, a new pro-
gramming environment that captures multiple executions along with the explicit orderings, code depen-
dencies, and their corresponding relationships. In doing so, it addresses both the limitations of linear,
cell-based systems and the challenges of managing complexity in large-scale software projects.

9.1 Summary of Contributions

The central contributions of this work can be summarized as follows:

e Graph-Based Code Representation: IGC redefines source code organization by representing
code, documentation, and higher-level abstractions as nodes within a graph-based model. This
model captures relationships and execution sequences visually allowing for a clear understanding
of the underlying structure and facilitating an extendable way to manage code.

e Incremental Programming for Software Engineers: Extending beyond traditional IPEs, IGC
incorporates incremental programming techniques into the realm of full-scale software engineering.
The environment supports modular, step-by-step code execution that enables rapid prototyping
and systematic refinement without sacrificing maintainability.

e Exploratory Programming Interface: IGC offers an interface designed with exploratory pro-
gramming in mind. By employing a session system that records execution paths and views that
support the branching, insertion, and replacement of code nodes, the environment empowers de-
velopers to experiment iteratively and compare alternative execution strategies.

e Complexity Management: Recognizing that complexity in software is not solely a function of
code volume, but of its structural organization, IGC emphasizes techniques to manage and reduce
structural complexity. Through modularization (via subgraphs) and visualization tools that focus
on encapsulation and the reduction of cognitive load, the environment enhances “structuredness”
while offering visualization tools necessary for codebase analysis.

e Multi-View Analysis Capabilities: IGC supports multiple customizable views of the codebase,
such as projectional, exploratory programming, and graphical views. These diverse perspectives
enable developers to navigate, analyze, and understand different aspects of their project, whether
focusing on execution flow, dependency structures, or high-level architectural composition.

9.2 Addressing the Research Questions

RQ1: Redesigning the Programming Environment

This work demonstrates that a graph-based representation of source code can effectively merge the
immediacy and flexibility of IPEs with the rigor and scalability of traditional IDEs. By:

e Allowing code fragments and their execution order to be visualized explicitly,
e Enabling exploratory programming through a session manager that tracks and manipulates execu-
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tion paths,
e Supporting modularization via subgraphs that encapsulate complexity and offering analyzation
tools through custom views,

IGC answers the question of how the programming environment can be redesigned to capitalize on
incremental programming techniques, exploratory methods, and complexity management. The graph
model retains the agility of rapid prototyping while also establishing a disciplined structure that scales
as projects grow.

RQ2: Comparative Advantages and Disadvantages

The case studies and evaluations reveal several key insights regarding the benefits and limitations of the
proposed environment:

e Incremental Programming: In comparison to traditional linear, cell-based IPEs, IGC’s explicit
execution sequencing through execution paths, represented by execution relationships, offers im-
proved reproducibility and clarity. However, the current prototype lacks the full range of rich media
outputs and flexible documentation found in some other IPEs.

e Exploratory Programming: The session system in IGC, which allows fine-grained control over
execution branching and code replacement, offers a significant advantage over traditional cell-based
approaches. Nonetheless, the new system could introduce a learning curve compared to the more
familiar interfaces found in cell-based IPEs.

e Complexity Management: Techniques drawn from both PescalJ’s aggregated views and the
modular composition of Graph Nodes illustrate that the graph-based model can manage inter-
dependencies and code navigation more effectively than linear representations. Yet, the complex
structure of the graph poses its own challenges in terms of potential cognitive overload, necessitating
further work in ways to filter and abstract the graph model.

9.3 Limitations and Future Directions

Despite the promising contributions, several limitations warrant consideration:

e Language Support: Although designed to be language agnostic in principle, the current imple-
mentation of IGC is centered on Python features for execution, state management, and analysis.
Future iterations must extend language support and try to generalize disk-based state manage-
ment and analysis potentially through the use of the language server protocol. The decision to
employ a disk-based execution model was guided by the need for reproducibility and shareability.
However, this choice introduces additional latency and language-specific challenges. Investigating
hybrid models that leverage memory-based kernels alongside persistent state management remains
a critical avenue for future research.

e Subjective Nature of Case Studies: The case studies presented in this thesis provide valu-
able insights into the potential benefits and disadvantages of IGC. However, their evaluations are
primarily qualitative and subject to individual interpretation. Without systematic, quantitative
user studies or controlled experiments, it remains challenging to generalize the observed advan-
tages across a broader developer population. Future research should incorporate user studies with
well-defined metrics, such as task completion time, error rates, and user satisfaction, to objectively
assess the environment’s efficacy and potentially validate these preliminary findings.

e Interface Complexity and Usability: While IGC’s graph-based interface offers a rich, expres-
sive means of representing code structure and execution flow, its inherent complexity may present a
steep learning curve for new users. Enhancing usability remains a critical area for future improve-
ment. This could involve the development of intuitive translation tools that facilitate seamless
conversion between traditional IPEs and IDEs, as well as the incorporation of more fine-tuned
documentation features. Streamlining these aspects would not only reduce cognitive load but also
foster smoother adoption by programmers used to traditional development environments.

e Scalability and Performance: Although the current prototype demonstrates promising perfor-
mance on small to moderately sized projects, scalability challenges are likely to emerge as project
complexity increases. As the graph grows in size, issues such as rendering latency, memory/disk
consumption, and overall responsiveness may become significant. Future work should explore opti-
mization strategies, including more efficient graph rendering libraries and hybrid execution models
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that blend in-memory processing with disk-based state management. Such enhancements will be
essential to ensure that IGC can maintain high performance and remain responsive even as project
demands scale upward.

9.4 Final Reflections

In conclusion, this thesis has demonstrated that re-envisioning source code as a graph can bridge the
gap between incremental, exploratory programming and the structured demands of large-scale software
development. IGC’s design emphasizes explicit code representation, modular subgraphs, and multi-view
analytical capabilities, which together enhance reproducibility, clarity, and flexibility. The approach not
only preserves the benefits of rapid prototyping but also instills a structured framework that scales with
project size.

Despite the promising results, the prototype reveals certain limitations that offer a clear direction for
future features and research. The current implementation, centered on Python, must evolve to support
additional languages while refining state management and execution strategies. Moreover, the expres-
siveness of the graph-based interface, though powerful, poses challenges in usability and may require
advanced abstraction and filtering techniques to mitigate cognitive load. Scalability and performance
under increasingly complex scenarios also remain important areas for further investigation.

In reflecting on the broader implications, it is evident that rethinking how we represent and inter-
act with code can significantly improve both developer productivity and the maintainability of complex
systems. By bridging incremental programming and complex software development in modern program-
ming environments, this work lays a solid foundation for future advances in programming environment
design.
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